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I. Abstract 
The purpose of this project is to implement a machine-learning and AI driven approach to               
children monitoring and care. The system we intend to create will be robust enough to provide                
usefulness in a few different scenarios: aiding nurses, teachers, and guardians in monitoring the              
wellbeing of children. Our platform will be built on a strong foundation, employing advanced              
hardware that powers the main computational load of image processing and machine learning. It              
will also use other hardware elements to aid user interaction, rounding out the system and               
making it more user-friendly. The software that controls the system will be built using              
state-of-the-art machine learning paradigms and will have an interface building on robust UI             
technology capable of displaying useful and efficient information to the user. This proposal             
synthesizes our problem formulation with a detailed analysis of our solution and gives an              
extensive overview of what we plan to accomplish in the Fall semester.  
 
 
  



II. Introduction 

Hospitals and classrooms are very busy environments. Nurses and teachers don’t have enough             
time to attend to each individual child at all moments of the day. Based off of prior personal                  
experiences with interning in hospital and school environments, our team came to the conclusion              
that if we were able to attend to a child’s needs without using an employee, then we could make                   
both parties’ lives much easier.  
 
Child-care is a field that occurs around the world, regardless of culture and language barriers.               
Since our product aims to help individuals with child-care, our product will be usable in multiple                
scenarios and be usable in multiple locations. Based off of a 2014 study at the Vickie Milazzo                 
Institute, nurses were rarely getting 7-8 hours of sleep and could be expected to work a 12 hour                  
shift some days. Another article we found touched on the notion that nurses being put on these                 
long shifts can lead to them making more mistakes with patients and to a decline in nurse’s                 
health. At the same time, as nurses are being affected, imagine the children they’re tending to as                 
well. In a recent study between Northeastern University and Boston Children’s Hospital,            
researchers found that when children are in a positive mood, the likelihood of them recovering               
from an illness improves. 
 

 
Figure 1: Hospital Staff Moving Quickly from Patient to Patient 

 
Another sector that would benefit from our product would be daycares. A recent Center for               
American Progress ​study found that mothers who live in childcare deserts​—​areas with an             
undersupply of childcare​—​have lower rates of workforce participation than mothers in           

https://www.americanprogress.org/issues/early-childhood/reports/2017/08/30/437988/mapping-americas-child-care-deserts/


non-desert areas. This leads to stressful environments for both the parents and their children. It               
also causes economic strain on the family from the caregiver’s perspective, taking care of              
multiple children in one setting can be a daunting task, let alone most states having a minimum                 
requirement of 1:10 ratio class size. Some states don’t even have a maximum limit for student                
teacher ratio; class sizes average about 20 students for most states. The ramifications from high               
turnover rate of 16% every year and teachers either changing to another school or leaving the                
education sector left students in disarray. The abrupt change of teachers any time in the year and                 
issue with staffing are crucial to a child’s performance. This is due to the lack of support in                  
general from the school where they have to plan their own lessons and monitor each individual                
child coupled with a high student-teacher ratio. A study in OECD showed that the crucial stage is                 
in early education, where younger students need more time and attention given to them to have a                 
quality education. Datapoints by the U.S Bureau of the Census showed that a class size reduction                
from 23 to 20 students leads to a decrease of 4.9% in a teacher’s turnover rate. However, with                  
limited resources and finite teachers to allocate around, class size reduction alone might not be               
an optimal solution. 
 
Our solution aims to help reduce a nurse’s work-load by aiding a child when a nurse is not                  
around​—​such as playing a video when a child is sad or detecting an emergency situation with the                 
child​—​while also enabling the child to have a friendly companion. The method we plan to               
implement for determining the optimal response to a child’s mood is purely camera-based. By              
doing so, we make our solution inexpensive, noninvasive​—​as no sensors or gadgets need to              
come in contact with the child​—​and usable with multiple children.  
 
The Personal Autonomous Non-invasive Device for Assisting Kids (PANDA Kids) is a device             
that uses facial and voice recognition, hand in hand with artificial intelligence in order to interact                
with children between the age range of 4 to 12 in the childcare sector, such as hospitals,                 
daycares, and bedrooms.  
 
The intent is to use a camera that captures children’s emotions to prompt the AI implemented                
through our developer’s kit to play certain pre-loaded videos through a display module that will               
help improve the child’s mood. Voice recognition will be used to identify simple prompts which               
will be used as a communication tool for a child in need of assistance. 
 
As the product is intended to be used commercially, the different components will be enclosed in                
a friendly looking panda done through 3D-printing. Wirings and other background components            
will be kept inside the enclosure for safety and the only visible components will be the camera,                 
microphone and screen. 
 
 



III. Problem Formulation 
 
As the internet of things (IoT) sector in consumer products is growing, our goal is to integrate                 
facial recognition and voice processing with a consumer robot that children can interact with. We               
have three target markets: hospitals, classrooms, and daycare centers. Our product will have             
three main components: AI-driven facial recognition, AI-driven voice processing, and a robot            
with a display, microphone, camera, and speaker.  
 
For the target markets, we chose each one for the issues that each industry faces. At hospitals,                 
nurses are often running around their section, assisting each patient efficiently. Children are             
often searching for a companion to keep them company​—​a role which nurses are often not able                
to take. Children’s hospitals can also have long-term patients who deserve a companion with              
them. PANDA Kids can take on this companion role to the child and assist them in displaying                 
entertainment for the child based on detected emotions or voice commands. We also plan to               
build in emergency-detecting functionality to determine if the child is in need of emergency care.               
This could be with signals such as intense pain on the face or the child calling for the nurse,                   
doctor, or their parents.  
 

 
Figure 2: Child Patient on a Tablet 

 
In classrooms and daycare centers, we plan to take a more educational approach to the robot.                
PANDA Kids will act as either a personal device or a device for the classroom, playing                
educational videos and interacting with the children in a fun and engaging way. PANDA Kids               
will have a vibrant graphical user interface (GUI) and its panda shape will appeal to children.  



 
Figure 3: Children in a Classroom on Electronics 

 
Finally, in children’s rooms at home, PANDA Kids will act as a mixture of a baby monitor and                  
an entertainment system. With the camera and microphone, PANDA Kids can detect an             
emergency situation with the child​—​as in the hospital environment​—​while also allowing the            
child to turn on or off entertainment. We can make the entertainment educationally focused and               
build in specific videos to display so the child doesn’t wander into media that’s too old for their                  
age group. As a baby monitor for a target audience of 4-12 years old, the device will act more as                    
a way for the parent to determine if the child is in need of immediate assistance.  
 

 
Figure 4: Child on Tablet at Home 



For our design, our robot will take the form of a panda enclosure. It will include a display for                   
media, a microphone to listen to the child, a camera for facial recognition, and a speaker for both                  
media and to provide feedback to the child. The robot’s software pipeline will include an AI                
system to detect facial emotions and do voice recognition as well as methods for producing               
appropriate outputs to the speakers and display.  
 

  



IV. Analysis 

IV.I I/O System Design 
Our system has three different inputs: a Video Feed, an Audio Feed, and UI Interactions. These                
different inputs must then be processed, and various outputs are produced. The following             
diagram lays out the general “flow” of information through the system: 
 

 
Figure 5: I/O System Design 

 
 
 
 
 



IV.II Service Interaction 
In order to manage the many inputs and outputs of our system, we have decided to design a                  
modular, service-oriented system. This way, each input has a direct service to interact with,              
which then has a connection to an overall system “state” that impacts the different              
output-managing services. This is outlined in the following figure: 
 

 
Figure 6: Response Handling, Service Interaction 

 
In general, each Python process handles a separate service, only interacting with other services              
through a Publish/Subscribe model, handled by a local Redis instance. This way, each module              
can be separately developed, as long as the expected messages are published or received to/from               
the Redis server. This also allows us to take full advantage of our powerful computing hardware:                
we chose the TX2 for its quad-core Cortex-A57 processor, so each Python process can take               
advantage of a full core of computing power. 



IV.III Response Flow 
Within the “Alert System and Emotion Regulation Loop” defined in Figure 5, there is a specific                
response loop that must be maintained in order to correctly handle the different inputs and               
system states. The flow for this loop is shown in the figure below: 
 

 
Figure 7: Alert System and Emotion Regulation Loop 

 
Each available Redis channel is subscribed to by the regulator system Python process, allowing              
for these flow decisions to be made instantly. When another service changes the system state by                
publishing to one of these channels, the loop picks it up and is immediately able to act on it                   
accordingly. 
 
 
 



IV.IV Emotion Classification 
The emotion classifier must be designed to be performant and accurate, so that it can drive                
device actions based on the mood of the child(ren) being monitored. Its architecture is defined in                
the figure below: 
 

 
Figure 8: Emotion-Classification Neural Network Architecture 

 



In order to keep the network performant, and to reduce the amount of training data required for                 
its creation, we have decided to use Transfer Learning and incorporate the MobileNetV2 neural              
network model into our own network. This model was designed by Google to allow for fast and                 
accurate feature extraction from images on embedded and mobile devices, which is perfect for              
our application. We will then follow this model with a small number of dense network layers we                 
train ourselves, using data from public databases, to teach the network to classify face images               
into a set of emotional categories. 

IV.V Hardware Architecture 

 
Figure 9: Hardware Architecture Workflow 

 
Above is a top level scheme of the workflow of the hardware components and how they interact                 
with each other. The input will be made up of the camera, microphone, and controller               
specifically for caregiver or parents to set up and modify the device. The information will then                
be funneled to the Jetson TX2 for further processes. After receiving input, the Jetson TX2 will                
then do image processing, voice recognition, and controls processes and send signals to the              
Arduino. Additional command outputs will then be sent to the Display and Speaker via the               
Jetson TX2 and LEDs via Arduino. 
 

  



V. Design Strategies & Approach 

V.I Software 
Our software pipeline will be developed in Python. We’ve chosen it due to it being easy to use                  
and having numerous resources for relevant processes we need to implement. For the AI,              
Computer Vision, and Machine Learning tasks we wish to implement, Keras, Tensorflow, and             
OpenCV are commonly used resources for object detection, facial recognition, and building and             
training neural networks. To tackle the voice recognition aspects of our project, we will build               
upon open source speech recognition code and design a method to pick up keywords (i.e.               
‘Mommy’, ‘Daddy’, ‘help’, ‘pause’, ‘play’, etc.) If time is left over, we will tackle the issue of                 
noise reduction and find a way to classify if a voice is coming from a child or not: one method                    
we are considering is using a known frequency range of children’s voices and creating a               
bandpass filter to eliminate any frequencies outside that range. To bring together our software              
components for a good UI/UX experience, we will be utilizing Flask to create a GUI in the form                  
of a local web server. This allows us to test across multiple platforms and allows us to utilize our                   
HTML and CSS knowledge to create responsive and colorful pages.  

V.I.i. AI Facial Recognition  

Our software will include an AI system for detecting children’s faces and identifying their              
emotions accordingly. A package already exists for facial recognition in Python called            
face_recognition, which extracts relevant features on the face. Using these features, we will use a               
neural network to allow the AI to identify the emotions expressed by the faces in real-time. The                 
network will be programmed using Keras and Tensorflow. A variety of datasets featuring both              
images of faces and their respective emotions exist for us to train the network.  
 

 
Figure 10: Detection output of dlib’s facial_landmark_detection code 



V.I.ii. Voice Recognition  

Our software will include a way to handle voice recognition of a child. There is an existing                 
speech recognition module for Python called SpeechRecognition that we’ll be using to cover this              
aspect.  
 
Our plan is to create responses in reaction to determined keywords for emergency situations or               
child vocal controls. The responses for the emergency situations will focus on notifying a nurse,               
doctor, teacher, and/or parent whereas the control responses will directly affect the GUI. 
 
The voice recognition component is vital, as it will allow us to help detect emergency situations                
based on keywords that a child says. This also allows the child to control the device rather than                  
interacting directly with the GUI (as we cannot assume that the child would either know how to                 
or have the motor capabilities to use a mouse or other external hands-on device).  

 

V.I.iii. GUI 

As our device will be interacting with children, we will be building a bright and colorful GUI to                  
display media. We will be using Flask to create a local web server. Flask is a lightweight web                  
application framework that is very easy to learn and use to create a quick website. Flask will                 
allow us to embed YouTube videos for display and create a variety of pages for different                
settings​—​such as a hospital versus a classroom versus a home. We will also integrate Bootstrap               
which is a CSS framework that allows for customization and makes it easy to build responsive                
and colorful web pages. Our server will constantly send information to the webpage to determine               
the display. 
 
We also considered creating a GUI through Python with wxPython, but decided against it as               
wxPython is not as customizable as Flask. With Flask, HTML, and CSS, we can make any page                 
come to life for the child and change the design based on where the device will be. Our team also                    
has previous experience with Flask. 
 
The GUI will be handling media display, as described above, and will handle parental control               
functionality in the form of a settings page. The parents or other caretakers will interact with the                 
GUI via a mouse.  



V.II Hardware Components 

V.II.i Computer Component 

The NVIDIA Jetson TX2 developer kit is the computer component of our device. It will be the                 
cornerstone that connects the software and hardware aspects together. The Jetson TX2 has the              
computing power needed to process real time input in a reasonable time set and gives output                
adequately. The Jetson TX2 supports Nvidia Jetpack, which includes libraries for machine            
learning, computer vision, and GPU computing. The kit also includes I/O ports for other              
components required for the PANDA Kids system, such as an HDMI port, USB port, camera               
port and audio port. The kit has Wi-Fi and Bluetooth capability, allowing streaming of videos.               
The Jetson Nano and Raspberry Pi 4 were also considered, however given our budget and the                
scope of computation that the system must be able to do, these two products do not give us                  
enough performance to achieve the goals of our application. 

 
Figure 11: Jetson TX2 Developer Kit 

 

V.II.ii Microphone 

The microphone is used to detect voice inputs. The inputs will then be digitized to our system to                  
capture the child’s voice commands. The microphone will be outputted through a USB port              
available on the Jetson TX2 kit and be implemented into one of the eyes of the PANDA Kids.                  
The requirements for the microphone includes the ability to recognize voice in the range of               
300-1300Hz, which is the frequency children from 4-12 years old, and the ability to have a USB                 
output in order for it to be implemented on to the kit. The Saramonic SR-ULM5 microphone                
meets these criteria. It is omnidirectional and has a frequency response of 35Hz to 18kHz while                
having a 2 meter long cable with a USB output. 



 
Figure 12: Saramonic SR-ULM5 Microphone 

 

V.II.iii Camera 

The camera is used to capture the child’s motions and facial expression. The camera is the most                 
important aspect of the system in terms of input data, as it is crucial to our machine learning                  
algorithm to be able to output the child’s motions and current state. The most important               
requirement of the camera is that it must be compatible with the developer’s kit in order for the                  
facial recognition to work. Other criteria include being compact, having a wide angle of view               
and a decent frame rate that allows the facial recognition function to run smoothly. The               
IMX219-120 8-megapixel camera has been chosen as one of its main functions is that it is                
specifically made to be compatible with the chosen developer’s kit. The camera has an angle of                
view of 120 degrees and a frame rate of 30fps. In addition, the camera is compact, having a                  
dimension of only 25mm x 24mm, which will allow it to be implemented inside the panda                
enclosure. Considering the camera will be attached to one of the panda’s eyes, this small camera                
is ideal. Another option that was available was the Eivotor 720P webcam which was already on                
hand. Unfortunately the camera is too large and will not fit into the enclosure.  

 
Figure 13: IMX219-120 Camera               Figure 14: Eivotor 720P Camera 



V.II.iv Display Module  

The display module is the communication instrument between the child and the system. The              
screen should be colored to compliment our immersive GUI. An ideal monitor would be small               
enough to be compact but also be large enough for easy-viewing for the child. In addition, a                 
requirement is that the display module needs to have an HDMI port which will allow it to be                  
connected to the developer’s kit. After comparing two monitors, the Esoku 10.1” Monitor and              
the SunFounder 7” Monitor, we decided to pick the former. This option exceeds the criteria of an                 
ideal monitor. Both monitors have the same display quality at HD 1024x600, an HDMI port and                
as a bonus, both have a built-in speaker. The difference is that the Esoku monitor is three inches                  
larger while only being $5 more expensive than the SunFounder monitor.  

                           
Figure 15: Esoku 10.1” Monitor                          Figure 16: SunFounder 7” Monitor 

V.II.v Speaker  

The speaker is used to output sound. It will be connected to the screen in which it will produce                   
sound to match the display. Considering that it will be used indoors in small compact areas, the                 
speaker will be small and only needs to be loud enough to be heard in a room. The built-in                   
speaker for the Esoku monitor achieves this purpose and no additional external speaker needs to               
be purchased. 

IV.II.vi Panda Enclosure  

The enclosure casing is in the shape of a panda for commercial purposes to be visually appealing                 
to the children. The enclosure will be the base that the hardware components attach to. The head                 
of the panda will be used as a camera and a microphone while the main body will be used to hold                     
up the screen in place along with the developer’s kit along with the wiring. The top of the                  
enclosure, the head of the panda, will be 3D printed (cost about $50) while the body needs to be                   



strong and stable enough to withstand the weight of all the components​—​which will be              
approximately 3 lbs maximum. 
 

 
Figure 17: Panda Enclosure Prototype 

V.II.vii Arduino Board with LEDs 

The main purpose of the arduino board will be to wire and power LED lights which will be used                   
as an indication for interaction between the PANDA Kids and the user. For example, while the                
device is talking, the LED lights will light up when listening and responding to the child. The                 
arduino board can also be used to implement any additional modules mentioned below. 

V.III Future Enhancements 

The scope of our project is defined in the previous sections, but there are additional future                
modifications that would benefit our product and its interactions with target audiences. A cooling              
mechanism to prevent overheating of the device when in use for long periods of time and the                 
addition of a Servo that would rotate the enclosure’s head to face the direction of input​—​either                
following the voice from the child in a direction off screen or the child’s face as they move off                   
screen 
 
 
 
 
 
 
 
 
 
 
 
 
 



VI. Cost Analysis  

Product Quantity Base Cost Actual Cost 

NVIDIA Jetson TX2 Developer Kit 1 $400 $299 (student discount) 

Microphone 1 $29 $29 

IMX219-120 Camera 1 $29 $29 

Screen & Speaker 1 $61.89 $61.89 

3D Printed Enclosure 1 $50 $50 

Total Cost $569.89 $468.89 
 

VII. Division of Tasks  



VIII. Timeline  

 

IX. Conclusion 
 
We are proposing a device that uses facial and voice recognition, powered by artificial              
intelligence (AI) and machine learning (ML), as a tool to help children, specifically in the               
childcare sector and will use the NVIDIA Jetson TX2 as our base platform for development. This                
project aims to reduce stress and workload issues in the childcare sector. Ease of use and the                 
consumer-friendly requirement of the product will be emphasized in our development and            
design. Our current solution to the problem is inadequate to address the systemic issue in the                
United States where resources of human capacity is scarce, but our product will address those               
voids and improve the childcare sector. It will be the first product of its kind to hit the market                   
that uses AI and ML to fine-turn its response and read emotion tailored towards specific               
individuals. The final product will be an innovative solution to the current problems.  
 
 
 
  



X. Appendices 

X.i. Tech Specs for Jetson TX2 Module 
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