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Abstract

We demonstrate a fully voice-driven troubleshooting assistant
for 5G edge networks using XR headsets with integrated 5G
connectivity. The human operator describes symptoms and
navigates diagnostics entirely through speech; the LLM re-
sponds via synthesized voice while simultaneously rendering
relevant metrics as AR overlays. This multimodal feedback,
audio explanation paired with visual data, enables hands-free,
eyes-free operation in isolated field environments where tra-
ditional interfaces are impractical
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1 Introduction

Field troubleshooting of 5G infrastructure demands operator
mobility and situational awareness incompatible with laptop-
based tools. Technicians inspecting equipment cannot simulta-
neously read terminal output; environments lacking cloud con-
nectivity preclude standard LLM interfaces. We present a voice-
first diagnostic assistant where interaction occurs through
natural speech, with the LLM providing spoken explanations
synchronized with visual metric displays.

The system extends our prior MCP-based architecture [1]
with: (1) edge-local speech processing (STT/TTS) for bidirec-
tional voice interaction, (2) AR overlays rendering metrics
while the operator listens, and (3) physical button confirma-
tion ensuring deliberate human approval for each diagnostic
action.
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Figure 1: System Architecture

2 System Architecture

Figure 1 shows the architecture. The XR headset captures
voice via microphone; the edge node transcribes (Whisper),
reasons (LLM), and synthesizes responses (T'TS). Metric visu-
alizations render on the AR display synchronized with spoken
explanations. All processing executes locally without external
connectivity.

3 Interaction Model

The operator converses naturally with the LLM, which pro-
poses diagnostic steps. When the LLM suggests querying a
specific log or metric, a confirmation prompt appears on the
AR display. The operator must press a physical button on
the headset to approve, ensuring the action reflects deliberate
human decision rather than conversational ambiguity.

Example: Operator reports “Video calls are freezing” The
LLM verbally suggests checking RLC retransmissions; AR dis-
plays [Query RLC?] with a button prompt. Upon physical
confirmation, metrics render as gauges and time-series while
the LLM narrates findings.

Visual feedback: Status indicators (green/yellow/red), metric
gauges with thresholds, and time-series plots appear alongside
spoken explanations, reducing cognitive load versus reading
logs.

4 Demonstration Setup
Hardware: OpenAirInterface gNodeB (B210 SDR), 5G-enabled

XR headset, edge laptop, internet access to cloud-hosted LLM
(Claude Sonet 4.5).
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