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ABSTRACT
After 4 years of rapid deployment in the US, 5G is expected to have significantly improved the performance and overall user experience of mobile networks. However, recent measurement studies have focused either on static performance or a single aspect (e.g., handovers) under driving conditions of 5G, and do not provide a complete picture of cellular network performance today under driving conditions—a major use case of mobile networks. Through a cross-continental US driving trip (from LA to Boston, 5700km+), we conduct an in-depth measurement study of user-perceived experience (network coverage/performance and QoE of a set of major latency-critical 5G “killer” apps) over all three major US carriers, while collecting low-level 5G statistics and signaling messages. Our study shows disappointingly low coverage of 5G networks today under driving and highly fragmented coverage by cellular technologies. More importantly, network and application performance are often poor under driving even in areas with full 5G coverage. We also examine the correlation of technology-wise coverage and performance with geo-location and the vehicle’s speed and analyze the impact of a number of lower layer KPIs on network performance.
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1 INTRODUCTION
5G NR specifications [16], especially the use of high-band millimeter wave (mmWave), promise ultra high bandwidth and low latency to enable the class of latency-critical apps such as Augmented Reality (AR), Connected Autonomous Vehicles (CAVs), 360° video streaming, and cloud gaming, often dubbed as 5G "killer" apps.

However, 5G’s higher frequency bands reduce its range making it difficult to achieve the same widespread coverage as LTE, and also result in high network performance fluctuations for users on the move, e.g., during driving. As such, wide adoption of 5G faces a significant new challenge – its actual deployment plays a significant role in the user-perceived performance. Consequently, it is important to study and understand actually perceived performance of commercial 5G networks by end-users, e.g., in running various latency-critical applications.

5G rollout started in 2019 and the wide-scale deployment has been rapid and aggressively marketed by all mobile network operators [4]. As such, after a rapid deployment in the US over the past few years, it is highly anticipated that 5G has significantly improved the performance of mobile networks and, more importantly, the user experience, in particular, when running the class of latency-critical apps which could not be supported by LTE.

To answer this question, there have been a flurry of measurement studies of 5G networks in recent years. However, these studies either focused on static performance of 5G networks [25, 37, 38, 40, 41], or on a single aspect (e.g., handovers) under driving conditions of 5G networks [26, 55], and hence do not provide a complete picture of cellular network performance today under driving conditions. Performance of mobile networks under driving is important as they not only provide connectivity to passenger phones [1], but also power the rapidly increasing number of connected vehicles [34], which run a wide variety of apps ranging from basic navigation to AI-driven CAV apps.
To gain a complete understanding of 5G network performance and more generally a holistic picture of the cellular network performance as a whole under driving conditions, we conduct – to our knowledge – the first in-depth measurement study of the mobile networks of all three major US carriers while driving across the continental US (5700km+, from Los Angeles to Boston). Our study spans all cellular technologies available today (LTE/LTE-A, 5G-low/midband/mmWave), all layers of the protocol stack, and multiple 5G “killer” apps.

Unlike previous measurements in static scenarios or with limited mobility [25, 37, 38, 40, 41], conducting such a cross-country driving measurement faces significant challenges:

- **[C1]** Assessing the end-to-end cellular network and application performance in the wild is known to be difficult and it becomes even more challenging under driving. Many factors can become the performance bottleneck, including the mobile operator’s deployed infrastructure and policies, the vehicle’s speed, the app design, and the server’s location.

- **[C2]** Lower level key performance indicators (KPIs) and control-plane signaling events are crucial for understanding cellular network performance. However, it is difficult to extract such information from commercial off-the-shelf unrooted smartphones. Furthermore, these messages need to be synchronized with application level logs, which often have different and diverse sampling frequencies and timing formats.

- **[C3]** Designing an accurate and efficient methodology to log the coverage of each cellular technology (4G vs. 5G) while driving across the country is particularly challenging, as operators often deploy complex policies in deciding whether to elevate a UE’s service from LTE to 5G. For example, UEs often fall back to LTE or do not switch to 5G in the absence of heavy traffic.

- **[C4]** It is not easy to evaluate the performance of upcoming 5G “killer apps” [28], since several such apps are still not out in the market for public use. For example, various studies show that Augmented Reality (AR) and Connected Autonomous Vehicle (CAV) applications can achieve high QoE by offloading computation to the edge [33, 54], but such applications have not been deployed commercially, and thus need to be custom-built for our study.

To address these challenges, we built a measurement platform consisting of (1) multiple smartphones, laptops, power supplies, and strategically deployed cloud and edge servers in various geographic locations across the US, (2) professional hardware and software tools that collect lower-level cellular network KPIs and control-plane events, (3) a mix of readily available and custom-built 5G “killer” apps, and (4) a custom-built software that includes a suite of tests (throughput, RTT, application QoE) and procedures for synchronization and post-processing of logs from different software and different layers of the protocol stack.

The key findings of our study are summarized as follows.

- In spite of the aggressive deployment efforts over the past few years, 5G coverage while driving is in general disappointingly low and highly fragmented across the country. Our analysis shows very diverse coverage across operators and even for the same operator across different geographic regions and suggests that today’s 5G coverage is the result of more complex operator policies and deployment strategies. For example, our data suggest that operators are more likely to upgrade a UE’s service to high-speed 5G (midband or mmWave) in the presence of backlogged downlink traffic, while they tend to prefer 5G-low or 4G for backlogged uplink traffic.

- Network performance under driving deteriorates significantly compared to the performance observed under the best static conditions. While downlink throughputs higher than 1 Gbps or of several 100s of Mbps are still possible with Verizon’s/AT&T’s 5G mmWave and T-Mobile’s 5G midband services, the observed throughput with any carrier is below 5 Mbps about 35% of the time. More importantly, network performance is often poor even in areas with full high-speed 5G coverage. We also found that the use of edge servers brings a significant boost to both throughput and RTT compared to remote cloud servers.

- Our data show significant diversity in cellular network performance across operators at a given location and time. Interestingly, an operator that uses high-speed 5G at a given location does not always yield higher throughput than another operator using 5G-low or 4G. These two observations suggest that performance under driving can benefit significantly from multi-connectivity solutions that can aggregate links from multiple operators. We examined the impact of a number of cellular KPIs (RSRP, MCS, BLER, carrier aggregation) along with the number of handovers and the vehicle’s speed on throughput during driving. Our analysis shows that none of these KPIs has a strong correlation with throughput and the factors that have the highest impact on throughput are different for different operators and even for different traffic directions for the same operator. Somewhat surprisingly, we found that the vehicle’s speed and the number of handovers have weak and no correlation, respectively, with throughput, which is mostly affected by signal strength and MCS.

- We found that, while the number of handovers per mile can reach up to 20+, the number of handovers per mile in the median case for downlink traffic), and their duration is typically short (61 ms in the median case), resulting in a small throughput drop, which is often counterbalanced by a similar improvement in post-handover throughput. This explains the lack of correlation between throughput and number of handovers.

- We evaluated the QoE of two readily available downlink-centric apps (360° video streaming and mobile cloud gaming) and two future cloud-assisted uplink-centric apps (an AR app and a CAV app that rely on DNN-based object detection). Our results show that all four apps experience poor performance and large performance variation under driving. While high-speed 5G can improve the worst-case performance of these apps compared to LTE, and the combination of 5G and edge computing can further boost performance, QoE remains disappointingly low and often no better...
than over LTE. Interestingly, we found that the number of handovers does not affect the average QoE, as such apps have built-in mitigation mechanisms (local tracking in the case of AR and CAV apps, buffering in the case of video streaming, frame rate adaptation in the case of cloud gaming), which help them combat temporary throughput and RTT degradation during handovers.

**Contributions.** In summary, this work makes the following contributions: (1) We collect a first-of-its-kind large multi-technology, multi-band, multi-carrier, cross-layer dataset of cellular network performance while driving across the country from LA to Boston. (2) Leveraging this dataset, summarized in Table 1, we provide the first in-depth study of cellular networks under driving, analyzing coverage, network and application performance and the factors that affect them, handovers, and diversity in terms of geo-location. Our dataset and scripts are publicly available [8].

## 2 RELATED WORK

### 2.1 Measurements under Limited Mobility

Various works have measured 5G performance in the U.S. [25, 37, 38, 40, 41]. The work in [41] studies 5G network performance, power consumption, and application QoE from a single location to multiple servers across the country, but it does not collect lower-level signaling messages. Other works study 5G performance in one or few cities, e.g. in Minneapolis [37, 38], Chicago [25, 37, 40], Boston [24, 25], Atlanta [24, 37], and Rome [29, 30], and thus the reported numbers do not reflect the rural or country-wide performance. Furthermore, all these studies are conducted mainly under static and walking scenarios, and although most of them include some driving experiments, they are small in scale, e.g. spanning a few city blocks.

Outside the U.S., the works in [49] and [29, 30] study 5G performance in China and Italy, respectively, but focus only on the midband, and perform their measurements in a single city. The work in [52] studies mobile access bandwidth in China by collaborating with a commercial bandwidth testing app, and the work in [43] conducts a large-scale measurement study of 5G across a whole country (UK) from a mobile operator’s perspective, focusing on network usage and temporal evolution. Different from our study, these works do not capture information such as mobility and low-level signaling messages.

Outside academia, several commercial bandwidth testing apps (e.g., Ookla SpeedTest [12], OpenSignal [11], nPerf [9]) provide crowdsourced-based 5G coverage and performance maps and some also publish periodic reports, e.g., [3, 13], comparing the major U.S. operators in terms of 5G coverage, performance, and QoE of a small set of applications (video, gaming, voice). Similar to the works in [43, 52], these measurements do not capture information such as user mobility or 5G band and do not have access to lower layer signaling messages. In §5.6, we compare the average driving network performance from our dataset against the average performance reported by OpenSignal for the 3 major U.S. operators.

### 2.2 Network Measurements under Driving

**Driving measurements in 5G.** The work in [26] performed extensive 5G measurements over the 3 major U.S. carriers while driving, but only focused on handovers. More importantly, the study mostly discusses findings using a single operator or short driving segments as examples, or presents cumulative results over all three operators. In contrast, we provide a detailed comparison of the handover behavior and their impact on network performance and application QoE across all 3 operators. The work in [55] also analyzes the inefficiencies in handover behavior via a 45-hour driving experiment, but only studies a single operator (AT&T).

**Driving measurements pre-5G.** The work in [23] studied handover policies via driving tests in three U.S. cities, and the works in [42, 48] conducted extensive measurements of cellular performance on high-speed rails (HSRs) in China. However, these measurements were conducted for LTE & 3G networks before 5G was rolled out. Additionally, the network performance on HSRs can be different from driving due to the difference in device speed and infrastructure provisioning.

## 3 METHODOLOGY

### Drive Tests.

We drove 5700+ km from Los Angeles to Boston covering all major cities in between (Las Vegas, Salt Lake City, Denver, Omaha, Chicago, Indianapolis, Cleveland, Rochester) over 8 days - 08/08/2022 to 08/15/2022. All measurement results reported in this work were obtained while driving on inter-state highways, in suburban areas, or inside cities, except for a few baseline measurements, which were conducted in major cities under static conditions.

**Methodology.** We now describe our methodology to address the four challenges mentioned in §1.

To address \[C1\], we built a testbed (Fig. 17 in §B) consisting of multiple smartphones, laptops, Accuver XCAL Solo devices [17], application cloud and edge servers, and multiple AC power supplies to constantly charge all the devices. XCAL Solo is a standalone commercial tool that is attached to a smartphone via the USB-C port and it taps into the diagnostic interface of the smartphone to log all the PHY-layer KPIs and signaling messages. We used 6 Samsung S21/SM-G998U phones as our user equipment (UE) (details in §B), a state-of-the-art 5G smartphone model at the time when the measurements were done. We purchased multiple unlimited data plans from all three major U.S. carriers: Verizon, T-Mobile, and AT&T. All three carriers have low-band, mid-band, and mmWave services deployed.

To test end-to-end network and application performance, we deployed multiple AWS EC2 instances - two in California for the tests done in the Pacific and Mountain time zones, and two in Ohio for the tests done in Central and Eastern time zones. Additionally, to assess the benefits of edge computing on 5G apps, we deployed 5 Amazon Wavelength [18] edge servers in Los Angeles, Las Vegas, Denver, Chicago, and Boston. Wavelength servers are located inside Verizon’s network in selected cities and specially designed for edge computing. For tests over the Verizon network, we used the deployed Wavelength server in each of these five cities and the cloud servers in the rest of the trip. For the other two operators, we only used the cloud servers.

To address \[C2\], we collected app-level information from three unrooted smartphones (each connected to a different carrier) and the cloud/edge servers, and lower layer KPIs and control-plane signaling events from the XCAL Solo devices. An associated challenge here was to sync and post-process all the data from different layers, as the applications and XCAL logged information using
different time formats (details in §B). To address this challenge, we wrote a sophisticated software that maps each app-layer log to the corresponding XCAL file taking into account the different timestamps and the timezones we crossed, loads all the segregated XCAL files of a particular type of test to the XCAL parsing software (XCAP-M), and creates a consolidated database, which includes both the XCAL and the app layer data.

We used the other three unrooted phones ("handover-loggers" for the rest of the paper) to constantly log the handover events over the three carriers throughout the 8-day trip. We wrote an Android app to constantly send ICMP-based ping traffic with 38 bytes of data at an interval of 200 ms to prevent the cellular radio from going to sleep mode, and we logged key pieces of information related to mobility management: GPS information, cell IDs, cellular technology, etc. via Android APIs. However, we observed that often times the app would not switch from 4G to 5G even though we were in a 5G coverage area. We conjecture that the operators might be conservative and do not upgrade to 5G when the network traffic demand is low. To mitigate this challenge [C3], we also extracted handover and technology information from the XCAL data logs generated during the network performance and application tests. A comparison between the two approaches to handover logging is described in §4.1.

We performed two different types of tests: (1) TCP bulk data transfers in both downlink and uplink directions, and RTT measurements. The experimental setup for these tests is described in §5. (2) Mobile app measurements. We evaluated the performance of 4 5G "killer" apps, two downlink-centric apps – 360° video streaming and cloud gaming – and two uplink-centric apps – AR and CAV. The experimental setup for each app is described in §C.1, §D.1, §E.1. While video streaming and cloud gaming apps are readily available, edge/cloud-assisted AR or CAV apps [33, 54] that offload data to an edge/cloud server, which performs DNN-based object detection, are not yet available on the market. To address this challenge ([C4]), we built a canonical edge-assisted AR/CAV app running on an Android phone that offloads dummy camera frames or LIDAR point clouds to an edge server. Details are provided in §C.1. We ran the bandwidth, RTT, and four mobile app tests in a round robin fashion on the three smartphones connected to XCAL Solo devices (each using a different carrier).

4 NETWORK COVERAGE
4.1 How to Measure Coverage

Fig. 1 compares the two approaches we described in §3 to log cellular network coverage for all three operators. We observe that the cellular technology spread obtained by the two approaches is very different. The handover-logger data (Figs. 1b, 1d, 1c) present a very pessimistic view in terms of coverage, suggesting LTE/LTE-A as the dominant technologies along the route for all three operators. In the most extreme case (AT&T), Fig. 1d shows that LTE/LTE-A are the only two technologies along the whole driving route. In contrast, the XCAL logs during throughput/application tests (Figs. 1e, 1g, 1f) show a very different view, with multiple areas of 5G coverage. This disparity in the results with the two approaches suggests that passive approaches (e.g., [39]) that simply log the cellular network state in the absence of heavy traffic are not reliable due to conservative operator policies that do not upgrade a UE from LTE to 5G in the presence of low traffic rates. In fact, these policies may vary by location even for the same operator; for example, in the case of T-Mobile (Figs. 1c and 1f), our results with the two approaches agree for the east half of the country but show a very different view for the west half. Overall, a lesson learned from this study is that obtaining a representative coverage view is challenging, as it requires high-overhead (in terms of bandwidth usage for operators and monetary cost for clients) active probing approaches using heavy traffic. Based on our findings, in the following, we only discuss the
4.2 Results

Fig. 2a shows the technology coverage for all three operators as a percentage of miles driven during the entire trip. We observe that, in spite of the aggressive deployment efforts over the past few years, 5G coverage is in general disappointingly low and highly fragmented across the country. Our data confirms (the well-known fact) that T-Mobile has the highest percentage of 5G coverage (68%); in contrast, with Verizon and AT&T, we were able to connect to 5G only for around 18-22% of the total distance traveled. The percentage of high-speed 5G (midband and mmWave) is even lower ranging from 38% (T-Mobile) to as low as 3% (AT&T). Verizon offers the highest mmWave coverage; in contrast, we rarely experienced mmWave connectivity with the other two carriers throughout the trip. Our results suggest very different deployment strategies by the three carriers. Verizon has prioritized the deployment of 5G mmWave (in downtown areas of major cities), while T-Mobile has focused on expanding the coverage to larger geographical areas by prioritizing low/mid-band deployments. In contrast, AT&T offers better 4G coverage (a much larger percentage of LTE-A vs. LTE) compared to the other two carriers.

In Fig. 2c, we break down the technology coverage into four geographic regions. This figure shows very diverse deployment strategies even for the same operator across different geographic regions. For example, T-Mobile has a much higher percentage of 5G mid-band connectivity in the Pacific timezone compared to the rest of the country. AT&T has a very low percentage of 5G connectivity in the Mountain and Central timezones compared to the other two timezones. Verizon exhibits higher 5G coverage in the eastern half of the country (Central and Eastern timezones).

In Fig. 2d, we break down the technology coverage into three different speed bins: low (0-20 mph), mid (20-60 mph), and high (60+ mph). Note that the speed bins act as a proxy to the type of regions where the measurements were performed. For example, the low speed coverage samples are mostly from cities whereas the high speed ones are from the inter-state highways. We observe that high-speed 5G (mid band and mmWave) coverage decreases as we move from low to high speed bins for all three operators, suggesting that operators prioritize the deployment of high-speed 5G, in particular 5G mmWave, in urban areas. This is particularly true for Verizon, where the high-speed 5G coverage reduces from ~43% in the low speed bin (cities) down to ~13% in the high speed bin (inter-state highways). Among the three carriers, T-Mobile is the only one that maintains a significant high-speed 5G (midband) coverage under medium and high speeds (47% and 33%, respectively).

Up till now, we have examined the technology coverage regardless of the traffic direction (downlink vs. uplink). We now investigate if the technology a UE connects to at a particular location depends on the traffic direction. Here, we use only the data from our throughput tests, which always backlog the network in one direction, in order to maximize the possibility that a UE is serviced by 5G, and plot in Fig. 2b the technology distribution separately for downlink and uplink traffic. Interestingly, Fig. 2b shows that (1) for Verizon and AT&T, the 5G coverage overall is significantly higher in the downlink direction compared to the uplink, and (2) for all three carriers, the high-speed 5G coverage (midband and mmWave) is higher in the downlink direction compared to the uplink. Given the high asymmetry of downlink vs. uplink bandwidth in 5G mmWave and midband [25, 41], we conjecture that operators are more willing to upgrade UEs to high-speed 5G in the presence of heavy downlink traffic, while they often prefer 5G-low or LTE/LTE-A for uplink traffic.

5 NETWORK PERFORMANCE

In this section, we take a detailed look at the throughput and RTT of cellular networks while driving. To measure throughput, we used nuttcp [10] with the default TCP congestion control algorithm, CUBIC, to generate downlink and uplink backlogged traffic from/to an edge/cloud server. We used the default nuttcp configuration with a single TCP connection, as our intention was to measure the performance that would be experienced by applications such as file downloads/uploads, video streaming, CAV/AR cloud-assisted apps, etc., instead of measuring peak performance measured with tools such as SpeedTest. Each test lasted for 30-35 s and logged
throughput every 500 ms. To measure the RTT between the UE and an edge/cloud server, we used the ICMP-based ping utility. Each test ran for 20 s and sent one ICMP packet every 200 ms.

5.1 Static vs. Driving Performance

To compare the driving performance with a baseline, we measured the downlink/uplink throughput and RTT in each of the major cities we visited while driving from LA to Boston. In each city, we tried to find a 5G-mmWave BS for each operator and performed the static measurements facing the BS. In cases we failed to find a mmWave BS, we measured the 5G mid-band performance. We omitted the static tests for those operator-city combinations for which we were not able to get 5G-mmWave or mid-band connectivity.

Fig. 3 shows the CDFs of the static and the driving performance. The throughput CDFs consist of all the application-layer 500 ms throughput samples logged by XCAL and the RTT CDFs of all the individual RTT samples.

Fig. 3a shows that all three operators can provide very high downlink throughput in static, urban scenarios via their 5G mmWave or midband services, with median values of 1511/710/311 Mbps and maximum values as high as 3415/2043/812 Mbps for Verizon/AT&T/T-Mobile, respectively. The uplink throughput is an order of magnitude lower, as expected [25], with median values of 167/62/39 Mbps and maximum values of 350/215/137 Mbps for the three operators. Surprisingly, we observe a non-negligible fraction of low throughput values, especially for AT&T and T-Mobile, showing that 5G midband and mmWave can yield unpredictable performance even in ideal scenarios. We also observe that the RTT values show a very large variation, ranging from 8 ms to 100+ ms for Verizon and from 30 ms to 150+ ms for the other two carriers. Interestingly, Fig. 3a shows that AT&T with its mmWave coverage yields higher throughput than T-Mobile (which uses almost exclusively 5G midband) but also higher RTT. Upon closer inspection of our XCAL traces, we noticed that most of the RTT tests over AT&T were run over LTE/LTE-A even though the phone’s screen showed 5G, suggesting that, in most cities, AT&T does not upgrade a UE to 5G under very low ICMP traffic.

Fig. 3b shows a drastic drop in throughput during driving compared to static scenarios. While the maximum downlink throughput is still higher than 1.8 Gbps for Verizon and AT&T and 600 Mbps for T-Mobile, the median/75-th percentiles are between 6-34 Mbps and 47-74 Mbps for all three operators, 1-5% of the corresponding values in static scenarios. The situation is similar in the uplink case, with median/75-th percentiles between 6-9 Mbps and 14-24 Mbps, 5-15% of the static values. Additionally, we observe a significant fraction (35%) of very low throughput values (below 5 Mbps) in both directions for all 3 operators. Further, Fig. 3b shows a significant inflation to the RTT values under driving compared to the static scenarios, with median values between 60-76 ms and maximum values as high as 2-3 s for all 3 operators.

5.2 Network Performance While Driving

To analyze the performance while driving, we plot the throughput and RTT CDFs for each cellular technology in Fig. 4. Additionally, for Verizon, we show separately the performance using an edge server (dashed lines) and a cloud server (solid lines). Overall, the results in Fig. 4 show that cellular performance, in terms of both throughput and RTT, is often disappointingly low while driving, regardless of technology coverage. 5G (including 5G-low) achieves higher throughput than 4G (LTE, LTE-A), but the performance with any technology varies dramatically and is often limited to a few 10s of Mbps or lower, even in the downlink direction. Similarly, RTTs are several 10s of ms with all technologies (with the exception of Verizon’s 5G mmWave) and can exceed 100 ms.

When we look at the throughput performance in Fig. 4, we make the following observations: (1) In the downlink, 5G mmWave often achieves throughput higher than 1 Gbps even under driving, but it can also yield extremely low throughput; e.g., 40% of the AT&T downlink throughput with 5G mmWave samples are lower than 16 Mbps. (2) In the uplink, 5G mmWave offers the highest median throughput with Verizon and T-Mobile, but its maximum throughput is similar (Verizon, AT&T) to or lower (T-Mobile) than that of other technologies; in addition, with AT&T, 90% of the mmWave uplink throughput samples were lower than 0.5 Mbps. (3) T-Mobile’s 5G midband service provides throughput up to 760 Mbps in the downlink, significantly higher compared to Verizon’s or AT&T’s midband, and its uplink throughput is often higher than T-Mobile’s 5G mmWave uplink throughput. However, T-Mobile’s midband service also exhibits the largest fluctuation among the three carriers with 40% of its throughput samples falling below 2 Mbps in both directions.

When we look at the RTT performance in Fig. 4, we observe again that 5G mmWave achieves the lowest RTTs among all technologies in the case of Verizon, and 5G midband achieves lower RTTs than 5G-low and the 4G technologies for all three carriers. Interestingly, for both Verizon and T-Mobile, LTE-A achieves lower RTTs than 5G-low, demonstrating a tradeoff between throughput and RTT for these two technologies.

Finally, our results for Verizon show that the use of an edge server brings a significant improvement to both throughput\(^1\) and RTT compared to a cloud server; for example, LTE-A with an edge server achieves higher uplink throughput and lower RTT than 5G mmWave or LTE-A most of the time in the 5 cities where we deployed an edge server.

\(^1\)The first graph in Fig. 4 shows that 5G midband throughput is higher with a cloud server than with an edge server. However, we note that we had very few samples of 5G midband throughput with an edge server, as the UE was connected to either 5G mmWave or LTE-A most of the time in the 5 cities where we deployed an edge server.

Figure 3: Overall throughout and RTT performance during static and driving measurements.
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We next analyze the performance of cellular networks from a geographical perspective. Our discussion of the diversity in network coverage across the country in §4.1 revealed different (and often complex) deployment strategies employed by different carriers. However, the real question of interest is whether higher 5G coverage actually translates to higher performance during driving in different parts of the country.

Fig. 5 breaks down the downlink and uplink throughput of each carrier across the four time zones. We make the following observations: (1) with the exception of AT&T in the downlink direction, the throughput has higher values in the Eastern timezone, where the throughput is clearly higher in the Pacific timezone in comparison to the other timezones, for all three carriers and both directions; (2) Verizon exhibits the lowest performance in the Eastern timezone among all four regions; (3) The performance in the Mountain timezone is low for all three carriers. Interestingly, \textit{it is not always possible to explain the performance diversity across timezones based on the coverage results from Fig. 2.} The high performance for T-Mobile in the Pacific timezone and for AT&T in the Pacific (uplink) and Eastern (downlink) timezones can be possibly explained by the higher 5G midband coverage (compared to 5G-low) for T-Mobile and higher 5G-low coverage (compared to LTE/LTE-A) for AT&T in those timezones (Fig. 2a). On the other hand, Verizon has the highest 5G mmWave and midband coverage in the Eastern timezone, where it exhibits the worst performance.

### 5.4 Operator Diversity in Cellular Network Performance

We now explore operator diversity in cellular network performance at a given location and time. For all throughput samples collected concurrently for any pair of operators, we plot in Fig. 6a the CDF of the throughput difference for each pair of operators. The results show that performance at a given location can be highly diverse across operators in both directions. This observation suggests that \textit{performance under driving can benefit significantly from multi-connectivity solutions, e.g., over Multipath TCP, that can aggregate links from multiple operators [20, 31].}

We next investigate what cellular technologies contribute to such diverse performance across operators at the same location and time. For example, a large throughput difference could be due to the fact that one operator is using a high-throughput (HT) technology (5G mmWave or midband) while the other one is using a low-throughput (LT) technology (LTE/LTE-A/5G-low) at a given...
5.5 Cellular Network Performance Analysis

Given the very wide range of throughput and RTT values under driving (Fig. 3b), we examine the impact of different factors on cellular network performance, starting with the vehicle’s speed. Fig. 7, which plots the throughput (500 ms samples) against the vehicle’s speed in both directions for each operator, shows that throughput values can be distinctly divided into three speed regions: (a) low (0-20 mph), (b) mid (20-60 mph), and (c) high (60+ mph).

At low speeds, we observe overall high performance, with all the 5G mmWave points concentrated in this region, as expected. These points are mostly from the cities, where the speed is typically low. On the other hand, the high speed region consists of data mostly from the inter-state highways. This region has the maximum number of points for all the operators as most of our data was collected on highways. Surprisingly, we notice a significant fraction of throughput samples with high values even at such high speeds for Verizon and T-Mobile – several 100s of Mbps in the downlink and several 10s of Mbps in the uplink – mostly due to the deployment of 5G midband and 5G-low (in the case of T-Mobile only) along highways. On the other hand, throughputs are much lower with AT&T, which has much lower 5G midband coverage (Fig. 2a).
Interestingly, throughputs in the mid-speed region are much lower than in the high-speed region for Verizon and AT&T. Most of the data points in this region are from sub-urban areas in-between cities/towns and inter-state highways. Our data suggest sparser cellular deployments in these areas in comparison to cities and highways, and sparser 5G coverage for Verizon and AT&T, causing the performance to drop considerably for these two carriers. Fig. 7 also shows a large number of very-low throughput points in all three regions, suggesting a weak correlation between the throughput and the vehicle’s speed (see also Table 2).

In Fig. 8, we plot the RTT against the vehicle’s speed in both directions for each operator, using the same three speed bins as in Fig. 7. In contrast to throughput, (Fig. 7), RTT appears to have a stronger correlation with the vehicle’s speed, for two of the three operators (Verizon and T-Mobile); RTTs, regardless of technology, are in general lower in the (0-20 mph) bin and higher in the (60+ mph) bin. On the other hand, for AT&T, the LTE/LTE-A RTTs are in general higher than the 5G RTTs in all three speed bins. Another interesting observation from Fig. 8 is the absence of mmWave points for Verizon and AT&T except at very low speeds (close to 0 mph), showing again that operators typically do not upgrade a UE to 5G mmWave in the case of low ICMP traffic. Surprisingly, for AT&T, the RTT of this small number of 5G mmWave samples is higher than the 5G midband RTT.

In the remainder of this section, we focus on throughput. We look at a set of other factors that affect cellular performance and examine if they can explain the large throughput variation regardless of speed in Fig. 7. We consider 5 common cellular network KPIs:

Table 2: Pearson’s correlation coefficient between throughput and a number of KPIs.

<table>
<thead>
<tr>
<th>Operator</th>
<th>RSRP</th>
<th>MCS</th>
<th>CA</th>
<th>BLER</th>
<th>Speed</th>
<th>HO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verizon</td>
<td>0.06</td>
<td>0.49</td>
<td>0.25</td>
<td>0.40</td>
<td>0.35</td>
<td>0.07</td>
</tr>
<tr>
<td>T-Mobile</td>
<td>0.46</td>
<td>0.51</td>
<td>0.34</td>
<td>0.62</td>
<td>0.29</td>
<td>0.05</td>
</tr>
</tbody>
</table>

– Primary Cell’s RSRP, Primary Cell’s MCS, Carrier Aggregation (CA), Primary Cell’s Block Error Rate (BLER), and the number of handovers (HO) – and compute the Pearson correlation coefficient of throughput with each of them in Table 2. We observe that (1) none of these KPIs (including speed) has a strong correlation with throughput and (2) the factors that have the highest impact on throughput are different for different operators and even for different traffic directions for the same operator. Surprisingly, there is no correlation between throughput and the number of handovers. We analyze this result in depth in §6. In the following, we investigate the root causes of the low correlation of some of the remaining KPIs with throughput.

RSPR. Table 2 shows weak-to-medium correlation with throughput for all operator-traffic direction combinations, but no correlation in the case of Verizon downlink. By inspecting our traces, we found that the RSRP for 5G mmWave (which primarily contributes the high downlink throughput samples) is low for most samples in the case of Verizon (-80 to -110 dBm), resulting in almost 0 correlation with throughput, but high in the case of AT&T (-70 to -90 dBm). The reason for this discrepancy lies in the different beamwidths of the phased arrays used by the two operators. In most of the cities, Verizon uses a smaller number of wider beams compared to AT&T, which result in lower gain, and hence, lower RSRP.

Figure 7: Technology-wise throughput breakdown as a function of speed. We cut the downlink plots at 1000 Mbps as the mmWave throughput reaches up to 2.5 Gbps making the rest of the points barely visible.

Figure 8: Technology-wise RTT breakdown as a function of speed.
MCS. Table 2 shows a significantly higher correlation with throughput for T-Mobile uplink compared to the other operator-direction pairs. Here, we note that, because of heavy CA, the primary cell’s MCS is not always a good proxy for the total throughput. For example, if secondary cells have strong link supporting high MCS indices, they can contribute to a high throughput overall even if the primary cell’s MCS is low.

CA., Table 2 shows weak-to-medium correlation with throughput for all three operators in the downlink and for AT&T uplink, but no correlation in the case of Verizon and T-Mobile uplink. We found that Verizon rarely uses CA in the uplink, which explains the low correlation with throughput. On the other hand, T-Mobile often aggregates 2 carriers in the uplink. However, the use of two carriers does not always manifest to higher throughput, as, in most cases, at least one carrier is LTE (this is true even in the case of 5G midband due to dual connectivity). Since LTE carriers have lower bandwidth than 5G carriers, a larger number of carriers does not necessarily boost the overall throughput.

Overall, we conclude that it is hard to isolate the impact of a single KPI on performance. An in-depth understanding of the impact of multiple KPIs on performance requires a multivariate analysis, which is part of our future work.

5.6 Performance Over Longer Time Scales

Up till now, we focused our analysis on short time scales (500 ms). As our mobile app experiments (§7) last between 20-180 s each, we now analyze the network performance on the same timescale. This analysis also allows us to compare our data with reports published by commercial bandwidth measurement apps (e.g., Ookla SpeedTest), which measure throughput at similar time scales.

We compute the mean and std. dev. of throughput (as a percentage over the mean) and RTT samples for each 30-second throughput test and each 20-second RTT test and plot their CDFs in Fig. 9. The upper rows show Verizon, T-Mobile, and AT&T, respectively, achieve median DL throughput of 30, 37, 48 Mbps, UL throughput of 13, 14, 10 Mbps, and RTT of 64, 82, 81 ms. Note that the median throughput is higher than that in Fig. 3 (which shows the CDF of 500 ms throughput samples), as the throughput of the samples is long-tailed. Nonetheless, the overall performance remains poor in terms of both metrics. Furthermore, the lower rows show the throughput and RTT experience high fluctuation within 30 s, with median values of 70%, 48%, 52% for DL throughput, 45%, 52%, 44% for UL throughput, and 18%, 29%, 19% for RTT.

To examine if the low throughput and high RTT values are a result of poor high-speed 5G coverage, in Fig. 10 we plot the throughput/RTT of each test against the fraction of time during which the UE was connected to 5G mmWave or midband. We observe that only T-Mobile’s midband service brings a substantial improvement in throughput and only for the downlink direction (Fig. 10a). For the other two operators in the downlink direction and for all three operators in the uplink direction, the throughput values are similar regardless of the percentage of time the UE was connected to 5G mmWave/midband (with the exception of a few outliers). The same observations is true for the RTT values (Fig. 10c).

Finally, in Table 3, we compare the median throughput and RTT values from our dataset against those reported by Ookla SpeedTest [13] during Q3 2022 (which includes the time during which we collected our dataset). Compared to the results in the Ookla report, our results show significantly lower DL throughput, slightly higher UL throughput, and higher RTTs (especially for T-Mobile and AT&T). Assuming that most SpeedTest measurements are performed by static users\(^2\), the significantly lower median DL throughput values and higher RTT values in our dataset demonstrate the performance degradation during driving. Still, this comparison should be taken with a grain of salt, as the numbers in the Ookla report are calculated over the whole country and the app typically selects servers close to the UE’s location and uses multiple TCP connections to measure the peak bandwidth. In contrast, as explained in §5, most of our measurements are done with remote cloud servers and we used a single TCP connection, as our intent was to measure performance experience by most cloud-based apps.

\(^2\)The Ookla report does not provide any information about mobility.
6 HANDOVERS

Handover statistics. We use the data from the throughput tests to quantify the frequency of handovers (HOS) across all cellular technologies. We calculate the total number of HOs (horizontal HOs between cells within the same technology and vertical HOs across technologies) experienced over a 30 s test and normalize it by the distance traveled in that test. Fig. 11a shows the results during downlink and uplink tests. Although we observed more than 20 HOs per mile in extreme cases, in general, the number of HOs per mile is low. The median (75-th percentile) for Verizon/T-Mobile/AT&T, respectively, is 3 (6)/2 (5)/2 (5) in the case of downlink traffic and 2 (5)/2 (6)/1 (3) in the case of uplink traffic. Additionally, the CDF of the HO duration in Fig. 11b shows that most handovers are fast; the median (75-th percentile) HO duration for Verizon/T-Mobile/AT&T is 53 (73)/76 (107)/58 (74) ms in the case of downlink traffic and 49 (63)/75 (101)/57 (73) ms in the case of uplink traffic.

Impact of handovers on throughput. We now analyze the impact of a HO on network throughput. Specifically, we ask two questions: (1) how much does the throughput drop during a HO compared to the average throughput before and after a HO? and (2) how much does the throughput after a HO change compared to the throughput before the HO? Refer to Fig. 11c, where the time is measured in multiples of 500 ms (XCAL’s throughput logging frequency) and assume that a HO takes place between $t_2$ and $t_3$. Then, to answer (1), we calculate $\Delta T_1 = T_3 - (T_2 + T_4)/2$, i.e., the difference between the throughput of the 500 ms interval that experienced one or more HOs and the average throughput over one 500 ms interval before and after 500 ms interval after the HOs(s). Similarly, to answer (2), we calculate $\Delta T_2 = (T_4 + T_5)/2 - (T_1 + T_2)/2$, i.e., the difference between the post- and pre-HO throughput, each averaged over 1 s.

Figs. 12a-12c and 12g-12i show the CDF of the difference between the throughput during a HO and the average of just before and after the HO, for downlink and uplink, respectively. Irrespective of the traffic direction and operator, the values are lower than 0 around 80% of the time, indicating a drop in throughput during the HO. Nonetheless, the throughput drop is in general small, up to 60-80 Mbps in the downlink and up to 20-30 Mbps in the uplink.

Figs. 12d-12f and 12j-12l show the CDF of the difference between the post- and pre-HO throughput in the downlink and uplink directions, respectively, for each operator. About 55-60% of the time, the post-HO throughput is higher than the pre-HO throughput, i.e., a HO improves the performance. While the median throughput difference is very low (0.5-2 Mbps), the improvement can be as high as 100 Mbps in the downlink and as high as 20 Mbps in the uplink, which partly counterbalances the throughput drop during a HO.

Interestingly, for all operators and in both directions, the post-HO throughput is lower than the pre-HO throughput for about 25% of the time. To investigate further, we break down in the same figures the HO types into vertical (4G->5G, 5G->4G) and horizontal (4G->4G, 4G->5G) HOs. We observe that, as expected, among the four types of HO, 5G->4G is the type that mostly results in lower post-HO throughput, while 4G->5G typically improves the throughput. We also observe that horizontal HOs often result in lower post-HO throughput, but the impact is small (the negative part of these two CDFs has lower values than their positive part).

A similar observation was reported in [50] for 4G->4G HOs and in [26] for NSA 5G->5G HOs in the mmWave bands.

Together, the small average number of HOs per mile (Fig. 11a), the HO duration (Fig. 11b), and our analysis of the impact of HOs on throughput (Fig. 12) explain the low correlation between throughput and HOs in Table 2. Assume an average driving speed of 60 mph, then from Fig. 11a, there are 1-3 HOs per mile for every 60 s or at most 0.025 HOs for every 500 ms interval in the median case, i.e., most 500 ms interval do not experience any HO. In addition, the impact of a HO on the overall throughput is small (Figs. 12a-12c and 12g-12i), and for about 25% of the cases, the post-HO throughput is actually lower than the pre-HO throughput (Figs. 12d-12f and 12j-12l).

7 5G APPLICATIONS

In this section, we analyze the feasibility of today’s cellular networks in supporting a set of “5G killer” apps, which are all latency-critical and demand high bandwidth. Since Verizon benefits from edge servers and is shown to have the lowest RTT (Fig. 3b, Fig. 9), we only show the results with Verizon due to page limit and refer readers to the Appendix for results with T-Mobile and AT&T. The findings reported in this section hold true for all 3 carriers.

7.1 Uplink-centric Apps

AR and CAV apps are two representative uplink-centric 5G apps. Various works have shown that offloading the computation to a powerful edge server enables AR to achieve high-quality object detection [22, 33, 56], depth estimation [35, 36] and SLAM [19]. Similarly, CAVs rely on offloading vehicle-captured camera frames or LIDAR point clouds to the edge to enable collaborated vehicle perception [44, 47, 54]. To achieve high QoE, these apps have stringent requirements for high network throughput and low RTT.

In practice, commercial apps like these still do not exist today. Therefore, we built a canonical edge-assisted AR/CAV benchmark app, consisting of an Android app that offloads pre-recorded frames to an edge GPU server (with Nvidia A100) in a best-effort manner. We list the key parameters in Table 4, and refer readers to Appendix C.1 for details about the experimental methodology.

7.1.1 Performance of the AR App. Fig. 13 shows the performance of the AR app. We make the following observations. (1) Even in the best static scenario, the app achieves E2E offloading latency of 68 ms,
offloads only 12.5 FPS, and achieves an object detection accuracy (mAP) of only 36.5%. (2) The AR app performance is significantly impacted by driving, achieving much higher E2E latency compared to the best static scenario, marked by a dashed vertical line, and thus much lower offloading frame rate and object detection accuracy. Even with frame compression, the median E2E latency is 214 ms – 3x that of the best static case. As a result, the app achieves a median E2E offloading latency of only 4.35 FPS and mAP of 30.1 – 36.8% and 82.4% of those under the best static scenario, respectively. (2) Even with frame compression, the median E2E latency is 214 ms – 3x that of the best static case. As a result, the app achieves a median E2E latency of only 4.35 FPS and mAP of 30.1 – 36.8% and 82.4% of those under the best static scenario, respectively. (2) Even with frame compression, the median E2E latency is 214 ms.

### Table 4: Configurations for the AR & CAV application.

<table>
<thead>
<tr>
<th>Frames per second (FPS)</th>
<th>AR</th>
<th>CAV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame size (raw)</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td>Frame size (compressed)</td>
<td>450 KB</td>
<td>2000 KB</td>
</tr>
<tr>
<td>Frame compression time</td>
<td>6.3 ms</td>
<td>34.8 ms</td>
</tr>
<tr>
<td>Server inference time A100</td>
<td>24.9 ms</td>
<td>44.0 ms</td>
</tr>
<tr>
<td>Frame decompression time</td>
<td>1.0 ms</td>
<td>19.1 ms</td>
</tr>
<tr>
<td>Duration of a run</td>
<td>20 s</td>
<td>20 s</td>
</tr>
</tbody>
</table>

Figure 12: Impact of handovers on throughput.

Figure 13: Performance of the AR app with Verizon.

Figure 14: Performance of the CAV app with Verizon.

### 7.1.2 Performance of the CAV App. Fig. 14 shows the performance of the CAV application over Verizon. We make the following observations. (1) Today’s cellular networks fail to achieve an E2E latency of 100 ms needed for the CAV pipeline to achieve accurate view reconstruction [32, 44, 45]. Fig. 14a shows the median E2E latency during driving is 269 ms if frame compression is used, and the lowest E2E latency recorded throughout our trip is as high as 148 ms. As shown in Table 4, the DNN inference time is 44 ms, and assuming the optimal RTT of 15 ms when connected to an edge server via 5G mmWave, to achieve an E2E latency of 100 ms the app needs to transmit a 2000 KB frame in 41 ms. which requires an uplink bandwidth of 390 Mbps – far beyond the capability of today’s 5G mmWave. Although point cloud compression significantly reduces the frame size from 2000 KB to 38 KB, it incurs a compression time of 34.8 ms and decompression time of 19.1 ms, which makes it impossible for the app to achieve 100 ms E2E latency. (2) Although frame compression does not reduce the E2E latency, it reduces object detection latency sufficiently to achieve a low E2E latency of 269 ms if frame compression is used. (3) Even with frame compression, the lowest E2E latency recorded throughout our trip is as high as 148 ms. As shown in Table 4, the DNN inference time is 44 ms, and assuming the optimal RTT of 15 ms when connected to an edge server via 5G mmWave, to achieve an E2E latency of 100 ms the app needs to transmit a 2000 KB frame in 41 ms. which requires an uplink bandwidth of 390 Mbps – far beyond the capability of today’s 5G mmWave. Although point cloud compression significantly reduces the frame size from 2000 KB to 38 KB, it incurs a compression time of 34.8 ms and decompression time of 19.1 ms, which makes it impossible for the app to achieve 100 ms E2E latency. (2) Although frame compression does not reduce the E2E latency, it reduces object detection latency sufficiently to achieve a low E2E latency of 269 ms if frame compression is used. (3) Even with frame compression, the lowest E2E latency recorded throughout our trip is as high as 148 ms. As shown in Table 4, the DNN inference time is 44 ms, and assuming the optimal RTT of 15 ms when connected to an edge server via 5G mmWave, to achieve an E2E latency of 100 ms the app needs to transmit a 2000 KB frame in 41 ms. which requires an uplink bandwidth of 390 Mbps – far beyond the capability of today’s 5G mmWave. Although point cloud compression significantly reduces the frame size from 2000 KB to 38 KB, it incurs a compression time of 34.8 ms and decompression time of 19.1 ms, which makes it impossible for the app to achieve 100 ms E2E latency.
We make the following observations. (1) The QoE [53] varies significantly during driving compared to the best static run. The sending bitrate varies significantly during driving (Fig. 16a) with a median value of only 17.5 Mbps, significantly lower than the value of the best static run (98.5 Mbps). The network latency during driving is always higher than 17 ms (best static run, required to stream at 60 FPS) and higher than 200 ms for 20% of the runs, which results in unacceptable user QoE. On the other hand, the frame drop rate is typically low (median value around 1.6%) but can be as high as 13.2%. In contrast, the best static run has a frame drop rate of 0.5%. (2) These numbers suggest that Steam Remote Play tries to keep the frame drop rate low (by adapting the frame rate) even at a cost of very high latency. (3) Similar to the AR and CAV apps, 5G midband/mmWave only improves the worst case performance compared to 4G/5G-low (Fig. 14b). Also, there is no obvious correlation between number of handovers and E2E latency (Fig. 14c).

7.2 360° Video Streaming

We implemented and evaluated our own 360° video streaming application, and refer readers to Appendix D.1 for details of the methodology. Fig. 15 shows the results for the Verizon network. We make the following observations. (1) The QoE [53] varies significantly during driving (Fig. 15a) with a median value of -53.75, which is significantly lower than the value of the best static run (96.29), suggesting that high-quality 360° video streaming cannot be supported under driving. Note that the theoretical best value is 100 assuming no stalls and no bitrate switch. (2) The average QoE during driving is negative for 40% of the runs due to the high rebuffering time, which can be as high as 87% of the total playback time (Fig. 15a). (3) Compared to the AR and CAV apps, Fig. 15b (left) shows that the cellular technology has a bigger impact on video streaming QoE; most of the runs when the UE was connected to high-speed 5G 100% of the time have positive QoE. This is because, compared to the AR and CAV apps, video streaming is not as latency-critical due to buffering, and its performance mostly depends on the network bandwidth, which is typically higher with 5G mmWave/midband. (4) Fig. 15b shows that connecting to an edge server generally results in higher QoE. (5) As with AR/CAV, there is no strong correlation between QoE and the number of handovers. Some runs with 40+ handovers yielded better QoE than runs with just 5 handovers.

7.3 Cloud Gaming

We evaluated the performance of Steam Remote Play [15], a popular cloud gaming platform. We refer users to Appendix E.1 for details of the methodology. Fig. 16 shows the results over Verizon. We make the following observations. (1) Fig. 16a shows that the user QoE degrades significantly during driving compared to the best static run. The sending bitrate varies significantly during driving (Fig. 16a) with a median value of only 17.5 Mbps, significantly lower than the value of the best static run (98.5 Mbps). The network latency during driving is always higher than 17 ms (best static run, required to stream at 60 FPS) and higher than 200 ms for 20% of the runs, which results in unacceptable user QoE. On the other hand, the frame drop rate is typically low (median value around 1.6%) but can be as high as 13.2%. In contrast, the best static run has a frame drop rate of 0.5%. (2) These numbers suggest that Steam Remote Play tries to keep the frame drop rate low (by adapting the frame rate) even at a cost of very high latency. (3) Similar to the AR and CAV apps, 5G midband/mmWave only improves the worst case performance compared to 4G/5G-low. In fact, some runs with the UE connected to 5G midband/mmWave 100% of the time had higher frame drop rate than some runs with the UE connected to LTE/5G-low 100% of the time. (4) Similar to all the other apps, there is no correlation between the QoE and the number of handovers.

Note: The work in [26] shows that handovers have a large impact on the QoE of apps such as video streaming and cloud gaming, which contrasts our findings in this section. We note that the authors in [26] drew their conclusions from a small number of experiments (e.g., an 8-min drive in the case of cloud gaming), in contrast to our results which are obtained from a cross-country drive.

8 CONCLUSION AND RECOMMENDATIONS

We collected a first-of-its-kind multi-carrier, multi-technology, multi-band, cross-layer cellular network dataset through a cross-continental US driving trip (5700km+). Using this dataset, we revealed characteristics of today’s cellular networks under driving, in terms of coverage, geo-diversity, operator diversity, network performance, and app performance. Our study shows disappointingly low and fragmented 5G coverage and poor network performance, even in areas with full high-speed 5G coverage, which, in turn results in poor user QoE for major "5G killer" apps, compared to static conditions. Our initial analysis, using low-level signaling messages and a number of KPIs, shows that no KPI is highly correlated with throughput, suggesting that further research is required to understand the factors that affect network performance during driving. In the meantime, we make three recommendations based on our results: (1) app developers should continue to explore app-level optimizations (compression, local tracking, buffering, rate adaptation, etc.) from the pre-5G era; (2) smartphone vendors should explore multipath solutions over multiple cellular networks; and (3) network operators and cloud providers should collaborate in deploying more edge services embedded in the operator networks.
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APPENDIX

A ETHICS
This study was carried out by PhD students and faculty. We purchased multiple unlimited cellular data plans from all three US carriers and our experiments comply with their customer agreements. This work does not raise any ethical concerns.

B TESTBED DETAILS
Fig. 17 shows the testbed used in our experiments.

Smartphones. Samsung S21, equipped with the Qualcomm Snapdragon 888 chipset, was a state-of-the-art 5G smartphone model at the time when the measurements were done. It supports 8 CC downlink and 2 CC uplink carrier aggregation and provides peak data rates of up to 3.5 Gbps downlink and 350 Mbps uplink over 5G mmWave.

Cloud servers. We used two families of AWS EC2 instances at each location: (1) g4dn.2xlarge (8 core CPU| 32 GB RAM| Nvidia T4 GPU| Windows Server 2019), a high-end GPU instance for the cloud gaming tests, and (2) t5.xlarge (4 core CPU| 16 GB RAM| Ubuntu 18.04), a standard Linux instance for all other tests. In both cases, the server’s ingress/egress network bandwidth was 5 Gbps+, ensuring that the server’s network capacity does not become the bottleneck.

Synchronization of data logs from various sources. As mentioned in §3, a major challenge we faced was to sync and post-process all the data from different layers, as the applications and XCAL logged information using different time formats. Some applications logged timestamps in UTC and others in local time. On the other hand, XCAL saved the log files (.drm files) with local times in the filenames, whereas their contents had timestamps in EDT. This made it difficult to match a corresponding app layer log file with its XCAL counterpart. Crossing different timezones throughout the trip further increased the complexity. Additionally, XCAL relies on a licensed parsing software, XCAP-M, which converts the log (.drm) files to human readable data in the form of graphs and tables. This whole process requires manual intervention, which became a major challenge in our case, as we had to post-process thousands of log files.

C AR & CAV APPLICATION

C.1 Methodology
Both the server and the Android app we wrote can be configured to simulate various application scenarios, by specifying the frame size, frame rate (FPS) of incoming frames, frame compression time (if the app uploads compressed frames), and server inference time. The configuration parameters for AR and CAV are shown in Table 4 and are taken from [33, 54].

In each test, we run each app with and without frame compression configured, resulting in four runs each lasting 20 seconds. In each run, we measure the averaged E2E offloading latency, and the number of frames offloaded per second. For the AR app, we additionally estimate the object detection accuracy in mean average precision (mAP).

C.2 Estimating Object Detection Accuracy from E2E Latency
To understand the relationship between the end-to-end (E2E) offloading latency and object detection accuracy in terms of mAP, we performed an offline study with the phone offloading to an edge-server, where we varied the E2E offloading latency by varying the network bandwidth, and measured the object detection accuracy under different E2E latencies. We used Argoverse [21], a dataset recorded by a RGB camera mounted on a top of the car. We assume the edge server runs Faster R-CNN [46], a popular two-stage object detection model. The AR app runs an off-the-shelf on-device local-tracking algorithm [2], which moves the existing bounding boxes to follow the objects in the frame and is shown to improve edge-assisted object detection performance [44, 54].

Table 5 shows the relationship between E2E offloading latency and the object detection accuracy. Since the AR app produces object detection results for each incoming frame based on the latest received result from the server, the object detection accuracy is the same as long as the E2E is within the same bin in the unit of frame times. Since frame compression is lossy and thus results in different object detection accuracy, we report mAP both with and without frame compression.

C.3 Results for All Three Operators
Figs. 18, 19, 20 show the performance of the AR and CAV apps for all three major U.S. operators. We found that the same observations made for Verizon (§7.1.1) also apply to T-Mobile and AT&T. In terms of cross-operator comparison, we make the following observations: (1) For the AR application, Verizon achieves the lowest E2E offloading latency, which results in the highest offloading FPS and object detection mAP across the three operators. This is because Verizon achieves the lowest median RTT of 63.7 ms, in comparison to T-Mobile’s 81.7 ms and AT&T’s 80.7 ms. AT&T achieves the worst performance without frame compression but slightly better performance than T-Mobile with frame compression. (2) The lead in Verizon is more significant when frame compression is used. Since frame compression reduces the frame size significantly from 450 KB to 50 KB, Verizon’s shorter RTT plays a more important role in reducing the E2E latency than the high throughput. (3) For the CAV application, T-Mobile achieves the lowest E2E latency among the
three operators, when point cloud compression is not used. This is because uncompressed point clouds have a large size of 2 MB, which benefits from T-Mobile’s highest UL throughput compared to Verizon and AT&T (see Fig. 9). When point cloud compression is used, there is no significant difference between the performance of the three operators. (4) The impact of cellular technology is limited for both apps. In the case of AR, for AT&T, similar to Verizon (Figs. 13b, 14b), high-speed 5G improves the worst-case performance, while for T-Mobile, it improves the best-case performance without compression. However, the maximum object detection accuracy remains very low (below 36%) with all three operators regardless of technology. Similarly, in the case of CAV, high-speed 5G improves the worst-case performance for Verizon and AT&T but it has no impact for T-Mobile.

### D 360° VIDEO STREAMING

#### D.1 Methodology

We evaluate 360° video performance by streaming videos from a media server to a mobile client during driving. We used Puffer, an open source video streaming server [51], and built our own client to receive and display video chunks for 360° videos. We customized Puffer’s ABR algorithm to run BBA [27], which only relies on buffer size to choose a video bitrate and skips instances when capacity estimation is not needed. The 360° sample videos are chosen from YouTube and publicly hosted on an AWS instance. Each video is segmented into 2-second chunks and encoded into 4 different quality settings (100, 50, 10, and 5 Mbps) using ffmpeg [6]. Each playback session is run for 3 minutes. During each session, we collect three metrics – avg. QoE, avg. bitrate, and rebuffer time as a % of the duration of a run. We calculate the QoE [53] of a chunk.
### Table 5: Object detection accuracy (mAP) with the Argoverse dataset and Faster R-CNN model, at each E2E latency bin.

<table>
<thead>
<tr>
<th>E2E latency (frame times)</th>
<th>mAP w/o compression</th>
<th>mAP w/ compression</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-1</td>
<td>38.45</td>
<td>38.45</td>
</tr>
<tr>
<td>1-2</td>
<td>37.22</td>
<td>36.14</td>
</tr>
<tr>
<td>2-3</td>
<td>36.04</td>
<td>34.75</td>
</tr>
<tr>
<td>3-4</td>
<td>34.65</td>
<td>33.12</td>
</tr>
<tr>
<td>4-5</td>
<td>33.36</td>
<td>31.82</td>
</tr>
<tr>
<td>5-6</td>
<td>32.20</td>
<td>30.50</td>
</tr>
<tr>
<td>6-7</td>
<td>31.08</td>
<td>29.53</td>
</tr>
<tr>
<td>7-8</td>
<td>28.03</td>
<td>26.99</td>
</tr>
<tr>
<td>8-9</td>
<td>27.01</td>
<td>25.73</td>
</tr>
<tr>
<td>9-10</td>
<td>25.62</td>
<td>25.21</td>
</tr>
<tr>
<td>10-11</td>
<td>25.77</td>
<td>24.35</td>
</tr>
<tr>
<td>11-12</td>
<td>23.29</td>
<td>22.44</td>
</tr>
<tr>
<td>12-13</td>
<td>22.75</td>
<td>21.56</td>
</tr>
<tr>
<td>13-14</td>
<td>22.48</td>
<td>21.64</td>
</tr>
<tr>
<td>14-15</td>
<td>21.59</td>
<td>21.16</td>
</tr>
<tr>
<td>15-16</td>
<td>20.59</td>
<td>20.35</td>
</tr>
<tr>
<td>16-17</td>
<td>20.11</td>
<td>19.69</td>
</tr>
<tr>
<td>17-18</td>
<td>19.53</td>
<td>18.95</td>
</tr>
<tr>
<td>18-19</td>
<td>18.40</td>
<td>17.61</td>
</tr>
<tr>
<td>19-20</td>
<td>18.01</td>
<td>17.85</td>
</tr>
<tr>
<td>20-21</td>
<td>17.52</td>
<td>17.00</td>
</tr>
<tr>
<td>21-22</td>
<td>16.96</td>
<td>16.55</td>
</tr>
<tr>
<td>22-23</td>
<td>16.59</td>
<td>15.97</td>
</tr>
<tr>
<td>23-24</td>
<td>15.41</td>
<td>15.16</td>
</tr>
<tr>
<td>24-25</td>
<td>15.78</td>
<td>14.94</td>
</tr>
<tr>
<td>25-26</td>
<td>15.86</td>
<td>15.37</td>
</tr>
<tr>
<td>26-27</td>
<td>14.81</td>
<td>14.71</td>
</tr>
<tr>
<td>27-28</td>
<td>14.70</td>
<td>13.77</td>
</tr>
<tr>
<td>28-29</td>
<td>14.44</td>
<td>13.62</td>
</tr>
<tr>
<td>29-30</td>
<td>14.05</td>
<td>13.70</td>
</tr>
</tbody>
</table>

Based on the weighted sum of three elements, (1) video bitrate, (2) video bitrate variation between successive chunks, and (3) rebuffer time: \( QoE_k = B_k - \lambda |B_k - B_{k-1}| - \mu T_k \), where \( B_k \) is the bitrate of chunk \( k \), \( T_k \) is the rebuffer time recorded while downloading chunk \( k \), and \( \lambda \) and \( \mu \) are weighting parameters. The QoE of a run is the average QoE of all the individual chunks downloaded during that run. We empirically choose \( \lambda = 1 \) and \( \mu = 100 \) following the guideline in [53].

### E.2 Results for All Three Operators

Fig. 22a shows the performance of cloud gaming application for all three operators. The same observations made for Verizon (§7.3) also apply to T-Mobile and AT&T. In terms of cross-operator comparison, we make the following observations: (1) Fig. 22a shows that T-Mobile achieves the highest median bitrate at 21 Mbps, followed by Verizon (19 Mbps) and AT&T (9 Mbps). (2) In terms of network latency, the median values of all operators are approximately the same (around 50 ms). However, the app under Verizon sometimes experienced very high network latency of 500-1000 ms, while under the other two operators never exceeded 200 ms. (3) The frame drop rates with Verizon and AT&T are similar whereas T-Mobile sometimes experienced extreme frame drop rate (up to 25%). (4) 5G midband/mmWave has no impact for AT&T and T-Mobile.
Figure 21: 360° video performance.

Figure 22: Cloud gaming performance.