On the Predictability of Fine-grained Cellular Network Throughput using Machine Learning Models

Omar Basit†‡, Phuc Dinh†‡, Imran Khan†‡, Z. Jonny Kong†‡, Y. Charlie Hu†, Dimitrios Koutsonikolas‡
Myungjin Lee§ Chaoyue Liu¶
†Purdue University, ‡Northeastern University, §Cisco Research, ¶University of California San Diego

Abstract—Networking research has witnessed a renaissance from exploring the seemingly unlimited predictive power of machine learning (ML) models. One such promising direction is throughput prediction—accurately predicting the network bandwidth or achievable throughput of a client in real time using ML models. Can enable a wide variety of network applications to proactively adapt their behavior to the changing network dynamics to potentially achieve significantly improved QoE.

Motivated by the key role of newer generations of cellular networks in supporting the new generation of latency-critical applications such as AR/VR, enabling the new-generation of adaptive network applications, and the key role of newer generations of cellular networks in supporting ubiquitous, high performance network access to these applications, in this work, we focus on throughput prediction in cellular networks at fine time-scales, e.g., in the order of 100 ms. The class of latency-critical applications such as AR/VR, CAV, and video conferencing, critically relies on such fine-grained throughput prediction of mobile clients.

To collect real-world throughput achieved by mobile devices, we designed a testbed consisting of several Android phones, Accuver XCAL Solo devices [23], laptops, power sources to power all of the devices, and cloud/edge servers, and conducted throughput measurements in a cross-country driving trip from Boston to Atlanta over all three major mobile networks by collecting application throughput as well as a host of MAC and PHY-layer KPIs and signaling messages. Our dataset constitutes the first fine-grained, bidirectional (uplink and downlink) throughput measurement of today’s cellular deployments, which consist of a mix of LTE and 5G technologies, under high mobility (driving).

We started our fine-grained cellular network throughput prediction study with ML models widely used in previous studies, including MLP, MVTS, and GDBT, and their typical architectures, e.g., small models with fewer layers, which were claimed to be sufficient to achieve high accuracy. Our analysis, however, shows that, although these models can achieve low RMSE values, e.g., 7.57 and 7.48 Mbps for GDBT and MVTS for Verizon uplink, their accuracy remains fairly low in terms of application-centric accuracy metrics, e.g., ARE95 and PARE10.

To understand the potential and limit of ML models in predicting fine-grained cellular network throughput, we utilize recent ML theories developed based on over-parameterized ML models, where the number of model parameters sufficiently exceeds the number of training samples, which suggest that over-parameterized ML models are guaranteed to achieve close-to-zero training loss given enough training time [24], while not suffering from the classical overfitting issue (i.e., the test loss is as low as the model can achieve) [25], [26]. These theories suggest that over-parameterized models can be

Index Terms—Machine learning, time series, cellular network, throughput prediction, learnability

I. INTRODUCTION

In the past years, machine learning (ML) has been widely applied in networking research to assist in optimizing the design of all layers of the network stack [1], from PHY-layer protocol design via predicting physical channel conditions [2]–[6], to better congestion control design [7]–[11], all the way to application-layer adaptation such as video streaming systems [12]–[14].

One central idea in the general approach of exploiting the synergy between ML and networking is throughput prediction, i.e., predicting the network bandwidth or achievable throughput of a client in real time. Accurate prediction of network throughput of a client device allows a wide variety of network applications running on the device including latency-sensitive applications such as video streaming [12], [14], [15], video analytics systems [16], and latency-critical applications such as AR/VR/AR [17]–[20], video conferencing [21], and CAVs [22] to proactively adapt their behavior to the changing network dynamics to achieve improved QoE.

Motivated by the critical role of throughput prediction in enabling the new-generation of adaptive network applications, and the key role of newer generations of cellular networks in supporting ubiquitous, high performance network access to these applications, in this work, we focus on throughput prediction in cellular networks at fine time-scales, e.g., in the order of 100 ms. The class of latency-critical applications such as AR/VR, CAV, and video conferencing, critically relies on such fine-grained throughput prediction of mobile clients.

To collect real-world throughput achieved by mobile devices, we designed a testbed consisting of several Android phones, Accuver XCAL Solo devices [23], laptops, power sources to power all of the devices, and cloud/edge servers, and conducted throughput measurements in a cross-country driving trip from Boston to Atlanta over all three major mobile networks by collecting application throughput as well as a host of MAC and PHY-layer KPIs and signaling messages. Our dataset constitutes the first fine-grained, bidirectional (uplink and downlink) throughput measurement of today’s cellular deployments, which consist of a mix of LTE and 5G technologies, under high mobility (driving).

We started our fine-grained cellular network throughput prediction study with ML models widely used in previous studies, including MLP, MVTS, and GDBT, and their typical architectures, e.g., small models with fewer layers, which were claimed to be sufficient to achieve high accuracy. Our analysis, however, shows that, although these models can achieve low RMSE values, e.g., 7.57 and 7.48 Mbps for GDBT and MVTS for Verizon uplink, their accuracy remains fairly low in terms of application-centric accuracy metrics, e.g., ARE95 and PARE10.

To understand the potential and limit of ML models in predicting fine-grained cellular network throughput, we utilize recent ML theories developed based on over-parameterized ML models, where the number of model parameters sufficiently exceeds the number of training samples, which suggest that over-parameterized ML models are guaranteed to achieve close-to-zero training loss given enough training time [24], while not suffering from the classical overfitting issue (i.e., the test loss is as low as the model can achieve) [25], [26]. These theories suggest that over-parameterized models can be

*Equal contribution.
Our experiments with over-parameterized MLPs on predicting fine-grained cellular network throughput show that they suffer from (1) very slow convergence of training loss, and (2) high validation/test loss/error, both of which indicate cellular network throughput is not learnable or predictable at fine-time scales.

Training over over-parameterized MLPs is theoretically guaranteed to converge at a rate of $O(\exp(-t/\kappa))$ with $\kappa$ being the so-called condition number. The slow convergence suggests a large condition number $\kappa$, which is often caused by conflicting data in the dataset, i.e., similar sequence of samples (inputs to the ML model) are followed by significantly different ground-truth labels. Hence, we hypothesize that learnability challenges of fine-grained cellular network throughput prediction originates from conflicting samples in the dataset. Our careful analysis of the dataset confirms that the throughput dataset indeed contains many occurrences of such conflicting sequences of samples.

We summarize our contributions as follows. (1) We conduct the first study of the feasibility of fine-grained cellular network throughput prediction, e.g., at the 100 ms granularity. (2) We found popularly used ML models previously claimed to predict well for various wireless networks scenarios (e.g., WiFi or single-technology cellular network such as LTE or mmWave only) do not predict well under app-oriented metrics such as ARE95 and PARE10. (3) We further uncover the root cause for the poor prediction accuracy of ML models as the inherent conflicting sample sequences in the fine-grained cellular network throughput data. Our dataset is publicly available [27].

II. RELATED WORK

**Fine-grained cellular throughput prediction.** With the growing demand for real-time and latency-sensitive applications such as video conferencing and edge-assisted augmented reality (AR), various works have explored cellular throughput prediction at fine granularities, typically every few hundred ms or less. While these works often focus on predicting throughput under challenging driving conditions, they have several limitations. For example, [28] employs a transformer-based ML model to predict the transport block size (TBS) of the next 100 ms for both 5G and LTE. However, it remains unclear whether accurate TBS prediction translates to accurate app throughput prediction. PERCEIVE [29] demonstrates that LSTMs can accurately predict the next 100 ms throughput, but focuses only on LTE, which is known to have different performance characteristics from 5G [30], [31], in particular, a smaller throughput range and lower variability. Additionally, it only addresses the uplink direction and thus does not benefit applications with heavy downlink traffic such as video conferencing.

**Throughput prediction under driving.** Several other works on LTE and/or 5G throughput prediction also involve driving scenarios but focus on coarse-grained predictions. These works employ various models including linear regression [32], random forests [33], [34], support vector machines (SVM) [35], LSTMs and GDBTs [36], and transformers [37]. These works are tasked to predict the averaged throughput over a window of several seconds, where the short-term fluctuations are averaged out. Consequently, their use cases are limited to non-real-time applications such as video streaming.

**Cellular network throughput explainability.** Several studies have examined the predictability and explainability of cellular network throughput. For example, [38], [39] use Gramian Angular Field (GAF), an imaging technique, to separate the prediction errors due to model design versus inherent dataset unpredictability. However, they analyze the throughput logged at a coarse granularity of every 3 minutes, where the throughput dynamics are affected by different factors than at 100 ms.

**Fine-grained cellular throughput datasets.** While there have been several studies that collected cellular throughput datasets [29], [31], [35], [36], [40]–[42], most of these datasets include throughput samples at coarse granularities, e.g., once every several hundred of ms to several seconds. The only work that collected fine-grained throughput data [29] was limited to LTE and did not make the dataset public. We hope that our collected dataset, which logs throughput samples every 100 ms and records various lower-level network KPIs, will make a valuable addition to the public cellular network datasets available to the research community.

III. METHODOLOGY

**Drive Tests.** We drove from Boston to Atlanta covering a distance of 1000+ km over a 4-day period in 2023 (August 5 to 8). Our measurements were performed while driving on highways, through sub-urban areas, or inside cities.

**Testbed and Data Logging.** We built a testbed to collect the application layer throughput and various mobile network KPIs. The testbed consists of several Android phones, Accuver XCAL Solo devices [23], laptops, power sources to power all of the devices, and cloud/edge servers. The Android smartphones are 3 Samsung Galaxy S21/SM-G998U (unrooted), 5G capable phones, with each device having an unlimited data plan from the 3 major U.S. network carriers: AT&T, T-Mobile, and Verizon. The XCAL Solo is a handheld commercial tool that connects to an Android smartphone via USB-C port to the Android debugging interface to collect MAC and PHY-layer KPIs and signaling messages. To enable throughput measurements, we deployed one AWS Cloud server located in Northern Virginia for all three operators. Additionally, for measurements in city areas with Verizon, we deployed AWS Wavelength servers in all the major cities along the route: Boston, New York, Charlotte, and Atlanta. Wavelength servers are located inside Verizon’s network in select cities and are specially designed for edge computing.

To measure the application layer throughput, we used the popular tool nuttcp [43] because of its fine-grained throughput reporting between consecutive samples. We used a pre-compiled version of nuttcp to run on Android smartphones (serving as the nuttcp-client) and the standard nuttcp, available
through Linux packages on cloud/edge servers (serving as the nuttcp-server). We configured nuttcp for TCP traffic with a receive socket buffer size (receive window) of 32 MB and a buffer read/write size of 640 bytes (set low due to the short reporting interval). Each throughput test ran for 2 minutes, with the logging interval set to 10 ms. On a single smartphone, we alternated between a 2-minute uplink (UL) test and a 2-minute downlink (DL) test. Note that two consecutive DL (or UL) tests may not be contiguous, resulting in variable gaps between subsequent DL (or UL) tests. Table I summarizes the 2-minute tests we collected. Figures 1a, 1b show the application throughput CDF in the uplink and downlink direction, respectively, for each of the three operators. We observe that the coexistence of 5G and LTE technologies combined with large channel fluctuations while driving at different speeds results in very large throughput ranges – from a few Mbps up to 500 Mbps in the uplink direction and up to 3 Gbps in the downlink direction.

To collect lower-level network KPIs, we used the XCAL Solo devices connected to each of the three smartphones. Logging for all KPIs was set to the finest supported logging interval for each KPI. This led to each KPI being logged at different intervals, from 10 ms for 5G TBS to 100 ms for 5G MAC throughput. Logging intervals may also vary between 5G and 4G and can go as high as 1 s (4G MAC throughput). Table II lists the network KPIs that XCAL logged during the nuttcp throughput tests and their logging intervals for 4G and 5G. Finally, to deal with the mismatch of application throughput logging intervals (10ms) and variable network KPI loggings, we use forward-filling, i.e., we pick the lowest logging interval feature (application throughput) and forward-fill the other features w.r.t to it.

**Throughput prediction models.** Recent work has shown that ML models are suitable for network throughput prediction at 1 s [37] and even 100 ms time-scale [29]. Therefore, we experimented with all three ML models that have been used in recent work, and additionally two statistical approaches, as a control, to predict application throughput at the 100 ms granularity:

- **MLP3:** The Multilayer Perceptron (MLP) is a classic neural network that we configure with 3 hidden layers with each layer having 12 neurons. By default, each hidden layer also contains batch normalization and dropout, the activation function used is ReLU, and the optimizer is Adam. We use MLPs because they have been found effective in throughput prediction, e.g., in [44].
  - **GDBT:** Gradient Boosting Decision Trees (GDBT) is from the Gradient Boosting class of ML algorithms. It has been shown to predict 5G throughput accurately at a granularity of 1 second in [36].
  - **MVTS:** Multivariate Time Series (MVTS) [45] is a transformer-based encoder model for multivariate time series predictions. It was used in [28] to predict uplink throughput in 5G/4G dual connectivity scenarios indirectly by first predicting 4G and 5G TBS.
  - **EWMA:** Exponentially Weighted Moving Average (EWMA) is a well-known prediction technique for time series. We include EWMA as a simple statistical approach with an $\alpha = 0.5$ for comparison with sophisticated ML models.
  - **LV:** Last-Value (LV) is a very basic prediction approach that simply uses the ground truth observed at sample $i - 1$ as the prediction for sample $i$. LV will perform well if the time series have constant values or change slowly and smoothly. We also use this approach as a control to compare with the sophisticated ML models.

**Data Preparation.** The dataset is divided into three parts: training, validation, and test in a ratio of 7:1.5:1.5. The split is done for each 2-minute test, i.e., the first 70% of the 2 minutes is taken as the training set, the next 15% as the validation set and the rest as the test set. Splitting the dataset this way provides more locality among training and testing sets compared to splitting at the 2-minute test granularity. For each feature selected as an input, we use a history window of $N$ (default to 8) samples as input as in [44] to the ML model, i.e., for throughput prediction at time sample $i$, we give samples $i - 8$ to $i - 1$ of all the input features to the model. Thus, when giving a history of 8 samples, the starting 7 samples will be dropped for each 2-minute dataset.

For ML models, e.g., MLP3 and MVTS, all throughput values, which range between 0 to 3000 Mbps, are applied with log scaling, i.e., $x' = \ln(x + 1)$ before fed as input to the ML models. Log scaling was applied because the raw throughput values are clustered around low values, i.e., closer to 0, and with log scaling the scaled values become more uniformly spread (in the scaled range [0, 7]) and this allows the ML models to better capture the variation in throughput.
models to be trained more effectively.

Since we are predicting app throughput at 100 ms granularity, the input values for every feature are converted to 100 ms granularity, using either simple averaging (e.g., for throughput which are logged at 10 ms granularity), or using the last reported value for the specified interval (e.g., 5G RSRP values logged at 10 ms granularity, but it would not make sense to use averaging for RSRP values, which are in dBm).

Finally, we observed “black-out” periods in our throughput dataset, where the throughput sequence consists of back-to-back zero values, and the first non-zero throughput samples afterwards almost always differ from each other. Since these zero throughput are special samples and no learning schemes are expected to be able to predict, we removed such zero throughput samples so that any window of samples (e.g., 8) contains no more than 7 zero samples.

**Accuracy Metrics.** We evaluate the performance of the prediction models based on three commonly used metrics:

- **RMSE:** Root Mean Square Error between the predicted throughput value and the ground truth throughput value. The lower the RMSE value the more accurate the predictor.
- **ARE95:** Absolute Relative Error at 95th Percentile. We would like to achieve a low ARE95 value.
- **PARE10:** Percentage of Absolute Relative Errors below 10%. We would like to achieve a high PARE10 value.

### IV. Prediction Results

For the statistical models, EWMA and LV, the input can only be the application throughput. For the ML models, we experimented with 3 types of inputs: (1) application throughput, (2) network KPIs, and (3) both app throughput and network KPIs. To choose which network KPIs to select, we first calculated the Pearson correlation coefficient of each 4G/5G KPI with the app throughput and chose the KPI with the highest correlation coefficient. A similar approach was taken in [28]. Table III shows that the KPI with the highest correlation with app throughput is MAC throughput, and thus we selected 5G/4G MAC throughput as input network feature.

Next, we show prediction results using the three types of inputs separately.

**A. Application throughput as input (Verizon)**

We first look at using app throughput as the only input feature with the goal of examining if there is enough pattern in just the history of app throughput to predict the app throughput for the next time sample. The overall prediction results for both uplink and downlink for Verizon are shown in Table IV (second column), and the CDF of prediction errors are shown in Figures 2(a)(d). We make the following observations. (1) For uplink, GDBT and MVTS achieve the highest prediction accuracy, with RMSE values of 7.57 and 7.48, respectively. (2) Somewhat surprisingly, both EWMA and Last-value, which are simple statistical models, achieve similar (only slightly lower) prediction accuracy compared to the ML models, with RMSE values of 8.97 and 9.16, respectively. (3) However, even a low RMSE value in the order of 10 Mbps can have a very high relative error when the ground-truth value is low. Indeed, Table IV shows that the accuracy of ML models is fairly low in terms of ARE95 and PARE10. In particular, GDBT and MVTS only achieve ARE95 values of 81.8% and 81.3% and PARE10 of 40.1% and 40.7%, respectively, i.e., about 60% of the predictions have relative error larger than 10%. (4) Finally, the prediction accuracy in terms of ARE95 and PARE10 for downlink throughput across the models is similar to uplink throughput. The larger RMSE for the downlink results is expected as the range of throughput for downlink is an order of magnitude larger than for uplink (see Figures 1a, 1b).

**B. MAC throughput as input (Verizon)**

Next, we look at using MAC throughput as an input feature to see if using network KPIs as features can be beneficial in app throughput prediction. As stated previously, we chose MAC throughput because offline analysis shows it has the highest correlation with app throughput. The results in Table IV (third column) and Figures 2(b), 2(e) show that the prediction accuracy of various models is very similar to that when using app throughput as input. Hence, network features do not appear to provide more useful information than app throughput when used as input to prediction models.

**C. App throughput and MAC throughout as input (Verizon)**

Finally, we look into whether using both app throughput and MAC throughput helps the models learn and predict better than using either input feature alone. The results, also shown in Table IV (last column) and Figures 2(c), 2(f) are again very similar to the previous two scenarios, suggesting that combining app throughput with network KPIs does not appear to help, and thus using just app throughput as input to the prediction models appears sufficient.

**D. Throughput prediction across operators**

The above findings about poor throughput prediction accuracy for the Verizon dataset largely hold true for the other operators, as shown in Tables V, VI and Figures 3, 4 although the specific numbers differ. Focusing on using app throughput as input, we make the following observations. First, the uplink throughput prediction RMSEs for GDBT and MVTS are lower for AT&T, at 5.17 and 5.12 Mbps but higher for T-Mobile, at 12.3 and 12.2, respectively. The same trend can be seen for downlink throughput predictions. This can be explained by Figures 1a, 1b, which show that the range and average throughput values for the three operators are different; in particular, the average throughput is lower for AT&T uplink, at 14.7 Mbps, and higher for T-Mobile uplink, at 35.5 Mbps.

Second, the ARE95 values for the two models are lower for AT&T (71.9% and 70.8%) and similar for T-Mobile (82.0% and 81.4%) compared to Verizon (81.8% and 81.3%).

Finally, the PARE10 values for the two predictors are lower (less accurate) for AT&T (37.6% and 37.8%) but higher (more accurate) for T-Mobile (44.5% and 46.0%), compared to Verizon (40.1% and 40.7%).
TABLE III: Pearson Correlations Coefficients of network KPIs with app throughput.

<table>
<thead>
<tr>
<th></th>
<th>MAC 4G / SG</th>
<th>TBS 4G / SG</th>
<th>MCS 4G / SG</th>
<th>RSRQ 4G / 5G</th>
<th>RSRP 4G / 5G</th>
</tr>
</thead>
<tbody>
<tr>
<td>uplink</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Verizon</td>
<td>0.566 / 0.466</td>
<td>0.493 / 0.403</td>
<td>0.403 / 0.377</td>
<td>0.419 / 0.252</td>
<td>-0.059 / -0.057</td>
</tr>
<tr>
<td>AT&amp;T</td>
<td>0.567 / 0.531</td>
<td>0.502 / 0.419</td>
<td>0.399 / 0.497</td>
<td>0.332 / 0.195</td>
<td>-0.039 / -0.130</td>
</tr>
<tr>
<td>T-Mobile</td>
<td>0.480 / 0.617</td>
<td>0.410 / 0.582</td>
<td>0.373 / 0.513</td>
<td>0.327 / 0.355</td>
<td>-0.166 / -0.230</td>
</tr>
<tr>
<td>downlink</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Verizon</td>
<td>0.182 / 0.379</td>
<td>0.096 / 0.153</td>
<td>0.0006 / 0.285</td>
<td>0.043 / 0.509</td>
<td>0.062 / -0.080</td>
</tr>
<tr>
<td>AT&amp;T</td>
<td>0.363 / 0.558</td>
<td>0.229 / 0.496</td>
<td>0.191 / 0.285</td>
<td>0.196 / 0.444</td>
<td>0.011 / -0.084</td>
</tr>
<tr>
<td>T-Mobile</td>
<td>0.195 / 0.626</td>
<td>0.173 / 0.521</td>
<td>0.165 / 0.249</td>
<td>0.159 / 0.471</td>
<td>0.010 / 0.130</td>
</tr>
</tbody>
</table>

V. WHY CAN’T ML MODELS PREDICT CELLULAR NETWORK THROUGHPUT ACCURATELY?

Our results suggest that the ML models widely used in previous throughput prediction studies [29], [32]–[34], [36], [37] cannot predict the app throughput well at fine granularity. To verify this fundamental limitation for the predictability of cellular network throughput, we utilize over-parameterized ML models (e.g., sufficiently wide MLPs) and recent ML theories developed based on them [24]–[26].

Over-parameterized ML models, where the number of model parameters largely exceeds the number of training samples, are recently found to be guaranteed to achieve close-to-zero training loss given enough training time [24], while not suffering from the classical overfitting issue (i.e., the test loss as low as the model can achieve) [25], [26]. Hence, over-parameterized model can be an effective tool to test the learnability of the cellular network throughput by ML models.

In this section, we first show that the over-parameterized MLPs suffer from the following training issues: very slow convergence of training loss and high validation/test loss/error, both of which indicate cellular network throughput is not learnable or predictable at fine granularity (e.g., 100 ms). We further show that both limitations originate from the same structure of the cellular network throughput data. For clarity, we focus on predicting Verizon uplink throughput only (at 100 ms granularity as before).

A. Experimental setting

Model architecture: We use a 5-layer ReLU-activated MLP, with 1000 neurons in each hidden layer. This MLP has more than 4 million trainable parameters, which largely exceeds the training data size of approximately 270K, hence over-parameterized. All the model parameters are randomly i.i.d. initialized following normal distribution. The loss function used is MSE loss, the same as in the prior MLP3 model. The model is trained with mini-batch variant of stochastic gradient descent (SGD) with a batch size 32, 784. The learning rate is tuned using grid search, and is selected to be the largest under which the training does not diverge. We do not implement any explicit regularizer (for example, dropout, weight decay, etc), as it has been found that over-parameterized ML models enjoy
TABLE VI: App throughput prediction at 100-ms results using different input features, T-Mobile.

<table>
<thead>
<tr>
<th>Model</th>
<th>Using App Throughput</th>
<th>Using MAC Throughput</th>
<th>Using MAC &amp; App Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE (Mbps)</td>
<td>ARE95 (%)</td>
<td>PARE10 (%)</td>
</tr>
<tr>
<td>-------</td>
<td>----------------------</td>
<td>----------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>Uplink</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MLP3</td>
<td>19.64</td>
<td>175.5</td>
<td>17.0</td>
</tr>
<tr>
<td>GDBT</td>
<td>12.3</td>
<td>82.0</td>
<td>44.5</td>
</tr>
<tr>
<td>MVTS</td>
<td>12.22</td>
<td>81.4</td>
<td>46.1</td>
</tr>
<tr>
<td>EWMA</td>
<td>14.8</td>
<td>95.7</td>
<td>33.2</td>
</tr>
<tr>
<td>LV</td>
<td>13.9</td>
<td>100.0</td>
<td>42.9</td>
</tr>
<tr>
<td>Downlink</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MLP3</td>
<td>193.2</td>
<td>103.5</td>
<td>13.3</td>
</tr>
<tr>
<td>GDBT</td>
<td>98.6</td>
<td>110.1</td>
<td>27.2</td>
</tr>
<tr>
<td>MVTS</td>
<td>100.7</td>
<td>109.3</td>
<td>26.2</td>
</tr>
<tr>
<td>EWMA</td>
<td>116.4</td>
<td>150.1</td>
<td>21.3</td>
</tr>
<tr>
<td>LV</td>
<td>114.1</td>
<td>150.6</td>
<td>29.3</td>
</tr>
</tbody>
</table>

(a) Using app throughput as input.
(b) Using MAC throughput as input.
(c) Using MAC & app throughput as input.

Fig. 2: CDF of relative prediction error for Verizon.

“implicit regularization” [25] and explicit regularizers do not necessarily bring in benefits but may slow down training.

**B. Unlearnability and Unpredictability**

We run the over-parameterized MLP with normalized inputs for $20K$ epochs. In Figure 5a, we observe a decreasing trend in the training loss, and the minima achieved is 0.139. The loss decreases at a rate of about 0.0007 per 1K epochs.

Recent deep learning theory [24], [46] guarantees that the training loss of this over-parameterized MLP trained with SGD asymptotically converges to zero at a rate of $O(e^{−t/κ})$, where $κ$ is the so-called condition number that is mainly determined by the training dataset. Figure 5a shows that the training loss consistently decreases but very slowly, which indicates that the associated condition number $κ$ is extremely large and the data is not learnable at a long but finite time.

In addition, we note that in Figure 5b, the validation loss stopped improving even if the training loss is still slowly improving. The minimum validation losses (unsmoothed) achieved for log normalization is 0.151 at epoch 14K. We can see that the validation loss minimum was achieved quite early and then the loss starts to slowly increase. Hence, even if much longer training time is provided so that the training loss becomes close to zero, the validation/test loss would still remain high, which means that the samples in the validation/test set remains largely unpredictable no matter how much the training set is fit.

To put the training and validations losses in perspective with the test accuracies, we achieved RMSE, ARE95, and PARE10 of 7.46, 79.9 and 40.6. Comparing these with the results in Table IV for Uplink using app throughput, we see that these accuracies are slightly better than the best we achieved using smaller models, e.g., MVTS.

We hypothesize that these issues are caused by the structure of the dataset, where there exist many similar inputs that have significantly different ground-truth labels. In practice, large condition numbers are often caused by very similar inputs, because their similarity makes these inputs hard to distinguish. Theoretically, the more similar the samples are, the larger the condition number is, which slows down the training at a rate of $O(e^{−t/κ})$. Intuitively, when many similar inputs with significantly different labels exist, the ML model function has
(a) Using app throughput as input
(b) Using MAC throughput as input
(c) Using MAC & app throughput as input
(d) Using app throughput as input
(e) Using MAC throughput as input
(f) Using MAC & app throughput as input

Fig. 3: CDF of relative prediction error for AT&T.

(a) Using app throughput as input
(b) Using MAC throughput as input
(c) Using MAC & app throughput as input
(d) Using app throughput as input
(e) Using MAC throughput as input
(f) Using MAC & app throughput as input

Fig. 4: CDF of relative prediction error for T-Mobile.

Moreover, the existence of such similar inputs indicates that, within those particular input regions, the ground-truth labels are intrinsically quite uncertain and have large variance. In this sense, for any unseen data (i.e., from the validation or test sets), the ML model generically could not generate accurate and precise predictions.

C. Verification of the hypothesis

To validate this hypothesis, we analyze the “badness” of the dataset, measured as the percentage of conflicting sample pairs, defined as a pair of samples sharing similar throughput history, i.e., with the angle between the two input vectors less than a predefined threshold $\alpha$, but having current throughput values (labels) that differ significantly, i.e., with absolute difference larger than a threshold $\beta$. We use the angle between input vectors as the measure of similarity of samples, because [47] found that, due to the homogeneity of the ReLU activation function, the condition number of a ReLU MLP is directly related to the angle separation, instead of other metrics, such as Euclidean distance, between data samples.

In Figure 7, we take all pairs of input vectors in our Verizon uplink dataset and calculate the angle between the pairs. We observe that most of the pairs have small angle separation, with the peak at 3°. This indicates that a large portion of
input vectors point to similar directions, resulting in a very high condition number and thus making fine-tuning of ML models necessary to fit the training data, hence slowing down the learning of the model, as seen in Figure 5a.

Figure 8 further plots the statistics of the badness of the uplink throughput trace for Verizon, for $\alpha = 1^\circ$ and $3^\circ$ under varying $\beta$ threshold values. For example, for $\alpha = 1^\circ$, 58% of all input vector pairs are similar, e.g., their angles are less than $1^\circ$, out of which, 81% have very different labels under $\beta = 1.0$, i.e., their labels differ more than 1.0, which account for 47% of all input vector pairs in the data set. Note that the label range (after the log normalization) is $(0, 7)$. A label difference of $\beta > 1.0$ is considered quite large. These badness statistics clearly show that there is a large portion of conflicting samples within the cellular network throughput dataset, confirming our hypothesis.

A few examples of these similar pairs can be seen in Table VII. The table also shows the denormalized input vectors and labels in Mbps as a more easily understandable reference. We observe that, for each pair, one label is more in line with the trend of the vector but the other label is a big shift from the trend. For example, for the first pair, where both vectors consist mostly of 0 values, the first (denormalized) label is 0 Mbps but the second label is 466.5 Mbps.

We further verify our hypothesis by removing these “conflicting samples” from the complete dataset (including both training and validation sets) and retrain the MLP model. Specifically, we filter out all the similar input vectors, by incrementally removing one vector for each similar input vector pairs, so that in the remaining dataset no pair of input
TABLE VII: Samples of similar vectors, showing the input pairs that have very low angle between them but have a big difference in label.

<table>
<thead>
<tr>
<th>1st Vector, Normalized</th>
<th>2nd Vector, Normalized</th>
<th>Angle</th>
<th>1st Label, Nmlz.</th>
<th>2nd Label, NmIzl.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 0, 0, 0, 0, 0, 0, 0)</td>
<td>(0, 1, 1, 0, 0, 0, 0, 0)</td>
<td>0.7</td>
<td>0</td>
<td>6.1</td>
</tr>
<tr>
<td>(0, 0, 0, 0, 0, 0, 0, 0)</td>
<td>(0, 2, 3, 0, 0, 0, 0, 0)</td>
<td>0.8</td>
<td>0</td>
<td>466.5</td>
</tr>
<tr>
<td>(1, 1, 1, 0, 0, 0, 0, 0)</td>
<td>(3, 9, 4, 0, 2, 0, 0, 0, 0)</td>
<td>0.7</td>
<td>0</td>
<td>5.7</td>
</tr>
<tr>
<td>(1, 1, 1, 0, 0, 0, 0, 0)</td>
<td>(5, 1, 7, 5, 3, 6, 16, 9, 0, 0, 0, 0)</td>
<td>0.7</td>
<td>0</td>
<td>326.2</td>
</tr>
<tr>
<td>(4, 5, 6, 4, 6, 6, 4, 6, 4, 0, 0)</td>
<td>(4, 0, 4, 0, 4, 0, 1, 3, 9, 0, 19)</td>
<td>0.8</td>
<td>5.6</td>
<td>0</td>
</tr>
<tr>
<td>(95.61, 102.0, 106.9, 940.0, 101.0, 88.2, 0, 0)</td>
<td>(58.0, 55.6, 61.1, 55.0, 65.0, 51.3, 0, 1)</td>
<td>0.8</td>
<td>286.0</td>
<td>0</td>
</tr>
<tr>
<td>(4, 4, 4, 2, 5, 4, 4, 4, 4, 4, 4, 4, 4, 6, 33)</td>
<td>(2, 6, 2, 5, 2, 7, 2, 6, 2, 7, 2, 6, 1.9)</td>
<td>0.9</td>
<td>5.1</td>
<td>0</td>
</tr>
<tr>
<td>(84.4, 71.7, 98.0, 84.1, 88.0, 99.9, 101.8, 27.3)</td>
<td>(13.1, 12.2, 14.3, 13.1, 14.3, 14.3, 14.0, 13.7, 5.8)</td>
<td>0.9</td>
<td>165.1</td>
<td>0</td>
</tr>
</tbody>
</table>

vectors has angle less than the threshold $\alpha$. The training and validation loss curves are shown in Figure 5b (for threshold $\alpha = 1^\circ$) and Figure 5c (for threshold $\alpha = 3^\circ$). It is easy to see that, after filtering, the convergence of training loss becomes faster, confirming our hypothesis that the “conflicting samples” slow down the neural network training. However, we observe that, after filtering, the validation loss becomes worse, suggesting that these similar input vectors contain “true” information that cannot be simply discarded. This reaffirms the difficulty of learning and predicting the cellular network throughput.

VI. CONCLUSION

We studied the feasibility of accurate throughput prediction in today’s cellular networks under high mobility and at fine time-scales, e.g., in the order of 100 ms. Using a dataset we collected through a 4-day, 1000+ km driving trip, we found that popular ML models previously claimed to predict well for various wireless networks scenarios can not predict well under app-centric metrics such as ARE95 and PARE10. We further utilized recent ML theories developed based on over-parameterized ML models to uncover the root cause for the limitations of ML models as the conflicting sample sequences can be followed by very different next samples, forcing the ML models to learn “spiky” functions, which are often very slow to learn and not predicting well.
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