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Abstract— Network cache allocation and management are
important aspects of an Information-Centric Network (ICN)
design, such as one based on Named Data Networking (NDN).
We address the problem of optimal cache size allocation and
content placement in an ICN in order to maximize the caching
gain resulting from routing cost savings. While prior art
assumes a given cache size at each network node and focuses
on content placement, we study the problem when a global,
network-wide cache storage budget is given and we solve for the
optimal per-node cache allocation. This problem arises in cloud-
based network settings where each network node is virtualized
and housed within a cloud data center node with associated
dynamic storage resources acquired from the cloud node as
needed. As the offline centralized version of the optimal cache
allocation problem is NP-hard, we develop a distributed adap-
tive algorithm that provides an approximate solution within a
constant factor from the optimal. Performance evaluation of
the algorithm is carried out through extensive simulations over
multiple network topologies, demonstrating that our proposal
significantly outperforms existing cache allocation algorithms.

I. INTRODUCTION

This paper involves modeling, analysis, and implementa-
tion of caching in cloud-based information centric networks
subject to a limited network-wide cache budget. In these
networks, a subset of nodes act as the designated sources
for content (data producers) while any node can be a data
consumer that generates requests for data items, which get
forwarded toward the designated producers. These requests
may not reach the ultimate producer as ICN forwarding ends
when reaching a node along the path that has cached the
requested item in its Content Store (CS). When such a cache
hit takes place, the requested item is served from the CS and
sent back to the requesting node along the reverse path.

Literature on ICN caching is extensive [1]-[9]. With an
ICN being a network of caches where each network node
is equipped with a content store, designing a good caching
solution involves the aspects of determining the size of each
CS, deciding which data objects should be cached (placement
strategy), and which ones should be evicted when needed
(replacement strategy). An efficient caching solution brings
many benefits as it (a) reduces the data producer load since
consumer’s requests would rarely be satisfied by the producer
but rather by cashes, (b) significantly reduces the amount of
network traffic and avoids bottlenecks caused by publishing
data at a limited set of locations, and (c) offers users a faster
content retrieval for an enhanced user experience. In other
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words, the investment in caching is expected to be of benefit
to users, network operators, as well as content providers
when it enables performance similar to content distribution
networks (CDNs) by dynamically storing content in regions
of high demand. While the problem of assigning items
to caches under given fixed cache sizes has already been
studied, cache capacity design subject to a global network-
wide cache budget has not, and it is the focus of this paper.

Our goal is to achieve an optimal caching solution that
maximizes the caching gain by minimizing the aggregate
routing costs due to content retrieval across the network.
The network load made up of each user demand, which is
determined by the rate of requests and the paths they follow,
is typically dynamic and not known in advance. As a result
it is desirable to have adaptive caching solutions that can
achieve optimal placement of data items in network caches
without prior knowledge of the demands and be adaptive to
any potential demand changes. In addition, caching needs
to be distributed as well, since centralized solutions are not
expected to be feasible when multiple administrative domains
are involved. The network is expected to be more scalable
when implementing distributed algorithms with caching de-
cisions that rely only on locally available information.

Path replication, also known as Leave Copy Everywhere
(LCE), is a popular caching strategy that is dynamic and
distributed, and is often discussed in the literature [10]-
[12]. When a data item is forwarded on the reverse path
towards the consumer that requested it, it is cached at each
intermediate node along the path. When a node’s cache
is full, a replacement takes place by evicting an already
cached item. Despite its popularity, LCE has no performance
guarantees and can be shown to be arbitrarily suboptimal [8].

Our contributions: Our main contributions are the follow-
ing: (1) While previous work only deals with object place-
ment in fixed size caches, we address a more general problem
where no assumption of fixed cache sizes is made but rather
uses a global network-wide cache budget constraint, and
design the optimal per-node cache capacity; (2) We design
an adaptive distributed algorithm for this problem by making
use of a game theory framework in combination with a
distributed gradient estimation approach; (3) We show that
our game-based algorithm can provide suboptimal solutions
within a factor (1—1/e—¢) of optimum for any given small
€ >0 and without prior knowledge of the network demand;
(4) We present results from extensive simulations over a
number of network topologies that show how our algorithm
outperforms those based on fixed size caches.

The remainder of this paper is organized as follows. In
Section II, we briefly review related work. We introduce the



system model and formally state the problem in Section III.
Our main results on a distributed algorithm are discussed in
Section IV along with a discussion on implementation issues.
Numerical results are presented in Section V. All the proofs
are omitted and can be found in our technical report [13].

II. RELATED WORK

The problem we study amounts to maximizing a submod-
ular function subject to matroid constraints. Such problems
are ubiquitous and appear in many domains (see [14] for
a detailed overview). Though NP-hard, there exist known
approximation algorithms: Nemhauser et al. [15] show that
the greedy algorithm produces a solution within 1/2 of the
optimal. Vondrék [16] and Calinescu et al. [17] show that the
so-called continuous-greedy algorithm produces a solution
within (1 — 1/e) of the optimal in polynomial time.

In the context of caching gain maximization, a restricted
version of our problem is considered in [8], [18], where cache
sizes are given and only object placements are optimized.
Under a global constraint, however, the projected gradient
ascent method in [8] becomes inadequate as a distributed
adaptive algorithm. Our problem also resembles network
resource allocation or utility maximization problems, where
various decomposition techniques allows distributed imple-
mentations [19]. However, our (relaxed) global cost function
is coupled in a such way that renders decomposition and
decoupling approaches communication-expensive and com-
plicated, let alone distributed adaptive implementation. This
calls for a different approach. Specifically, we propose to
employ the game theory-based framework in [20]-[22] for
designing a distributed algorithm, where the global cost is
embedded in the potential of a game. In contrast to [20]—
[22], however, we do not assume separability of the potential
function, nor do we employ any decoupling technique; this is
achieved by making use of the distributed gradient estimation
scheme in [8].

Finally, our work is also related to virtual machine (VM)
allocation in cloud computing; see, e.g., [23], [24]. Het-
erogeneity of host resources and VM requirements lead to
multiple knapsack-like constraints per host. With simpler
storage constraints, we can provide distributed algorithms
with provable approximation guarantees.

III. PRELIMINARIES AND PROBLEM FORMULATION
A. Notation and System Model

Let R and N denote the sets of real and natural numbers,
respectively. If A is a finite set, |.A| denotes its cardinality.
Let [-]x denote the projection onto X’; [-]; =max(0, ).

Consider a connected network G=(V, &), where V is the
node set and £ CV xV the set of links. Nodes are equipped
with caches (CSes), whose capacity can be adjusted as part
of an optimized design. As discussed above, the nodal cache
size can be adjusted as needed by acquiring or relinquishing
units of storage at the local cloud node (data center), part
of the operator’s deployed cloud. The local cache is used
to store content items from a catalog made up of a set C,
and subsequently serve requests for these items. We denote

by M the total cache capacity that the network operator is
willing to deploy, it reflects a limit on the operator’s budget.
Let z,; € {0,1} for v € V, i € C be the variable
indicating if node v stores item 7. Node v’s capacity is
thus Ziec T, Which must be less than its maximum cache
capacity, denoted by ¢,. Moreover, the total Zvev,iec Toi
must be within given budget M. We assume that, for each
item 4, there exists a set S; C V that serve as designated
servers (producers) for that item, i.e., x,; = 1,Yv € S;.
Requests arrive in G and traverse predetermined paths to-
wards producers. Formally, a request for item ¢ € C through
path p = {p1,...,px} C V is denoted by (i,p). Let R
denote the set of all such requests. We assume that all
(i,p) €R are well-routed, i.e., p has no loops and terminates
at producers in S;. Moreover, requests for each element in R
arrive according to independent Poisson processes with rates
Ai,py > 0, which is standard for modeling request arrivals
(e.g., [1], [3]-[8]). A request (7, p) is routed along p until it
reaches a cache that has item ¢. Then, a response message
carrying item ¢ is generated and sent over p in the reverse
direction to the first node in p. We assume that the cost of
routing an item over a link (4, j) €€ is w;; € Ry, while the
cost of forwarding requests/control messages is negligible.

B. Problem Statement

Let Cy denote the expected cost when there are no items
cached except for designated servers, i.e.,

Z(zp)ER (4,p) Zk 1 kaJrlpk (D

When contents are cached according to an allocation X =
{Zvi}vev,icc, the cost of serving a request (7,p) € R is

1 k
C 2 p)( lel wpk+1pk Hl:l(l - xpzi)’ (2)
yielding a caching gain F':=Co—3_(; yer A
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We seek a distributed adaptive algorithm for the following
problem:

Given cache budget M for the whole network, design an
allocation X to maximize the caching gain:

(MaxCG) max F(X)

st. =z, €{0,1}, YweV,ieC @
Tyi = 1, Yo e S;,VieC 5
D ice Toi < Gy, Yoey (6)
Zvev,iec Ty; < M (7

Let D; denote the feasible set of (MaxCGQG), i.e., D; =
{X e RVIXICl | (4) — (7) hold}. Since (MaxCG) is NP-
hard [8], we seek approximate solutions. Moreover, we aim
to develop distributed and adaptive algorithms that enable
the caches themselves to adapt and update their capacities to
solve the underlying optimization problem. For centralized,
offline algorithms employing full knowledge of the demand
and system parameters, see [13].



IV. DISTRIBUTED ALGORITHM AND CONVERGENCE

We develop an algorithm for (MaxCG) based on a number
of approximation steps. We first apply a convex relaxation,
followed by a smooth approximation. We then embed the
resulting problem in a game theory framework and show
that the gradient play strategy, combined with a distributed
gradient estimation scheme, allows us to adapt both cache
sizes and content allocations in a distributed fashion.

A. Convex Relaxation and Smooth Approximation
First, we employ the approach in [8], which convexifies
both D; and F'. Specifically, we relax the Boolean variables:
max {F(Y)|Y € Dy} (8)

with Dy = {X € [0, 1]/VI*Il | (5) — (7) hold}. Since F is
nonconcave on Dy, we approximate it with concave function
. k
LY)= Z)‘(i,p) Z Wy prpse U0 {1 30 1 pi} 9)
(i,p)ER  1<k<|pl-L

satisfying L(X) = f(X),VX € D; and (1—e 1 )L(Y) <
F(Y)<L(Y),VY €D,. Thus, the resulting problem
L":= max {L(Y)|Y €Dy} (10)

is convex! and approximates (MaxCG) within (1—1/e) ratio.
Second, since L in (9) is not differentiable, we consider

= k
L(Y)= Z)‘(Zp) Z wpk+1pksata(2l:1ypzi) 1D
(i,p)ER  1<k<|pi-1
where o € (0,1) is a small number and sat,(x) = 1 if

55 and satq(v) =
1— (14 % — x)?/2« otherwise. Clearly, satq (z) is a lower
bound of min{1,z},Vz € R. Thus, L is a concave lower
bound of L and lim,_,q+ L = L. Indeed, L(Y) < L(Y) <
fJ(Y)+%CO,VY € Dy. Thus, the following problem

max {L(Y)|Y € Dy}

r > 1+ Grsaty(z) =xifz <135

(12)
can be used in place of (10) by using a sufficiently small a.

B. Potential Game-Based Design
First, we restate (12) as follows:

maX{yver} {E(Y) ‘ Z'L)EV(yIl - Cg) g 0}

where yI is the v-th row of Y, 1 is a column vector of all

ones, ¢ are constants such that - ., ¢) = M, and

Qu={y €[0,1]1| ey <Cuys =1ifveS} (14)

Suppose that each node v knows ¢ (e.g., ¢ = M/|V)).
We now adapt the game theory framework in [20]-[22]
for (13). In particular, we will design a state based potential
game between the nodes so that they will converge to a pure
Nash equilibrium that can be made arbitrarily close to an
optimal solution of (13). The crucial differences between our
design and that in [20]-[22] are the nodal cost functions and
the implementation of the learning algorithm. In particular,
we do not assume that cost functions are separable across
nodes (indeed, the terms of the objective (13) are coupled).

(13)

lin fact, (10) can be converted into a linear program (e.g., [8]).

1) Game model: We now construct a game model for
node caches; the evolution of which via appropriate dynamics
eventually leads to a solution of (13) in a distributed fashion.

1. State space: Let Z = (Y, e) denote the state of the

game, where e = {e, },cy and e, is an error term of
node v representing an estimation of (y[1 — c0).

2. Actions: Each node v has a state-dependent action

set A,(Z), where an action a, is a tuple a, =
(Yv, {€v—utuen, ). Here, é,_,, is the estimate error
that node v sends to a direct neighbor u, and N,
denotes the set of node v’s neighbors.

3. State dynamics: For any state Z = (Y, e) and action

{a,}, the next state Z = (Y, &) is given by y, =
Yo +yv and é'u = €y + }A’Il + ZueNv (éu—m - é'u—>u)
where the admissible action set of node v is A, (Z) =
Au(y,) == {y € Rl | y,+3 € Q,}. Note that
Zve\)(év - 5’11) = ZUEV(GU - yIl)

4. Nodal cost function: For a state Z and admissible

action profile {a, € A,(y») }vey, let

Jo(Z,a) = —L(Y) + § Xyep, [E]2

be node v’s cost function, where (f/, €) is the next state
and ;>0 is a parameter. Here, J, involves the global
(approximated) caching gain function L, but as we will
show later, each node does not need to evaluate J,,.
The game model we just described admits a potential func-
tion ®,(Z,a)=—L(Y)+% > _,,[é,]2 with bounded level
sets. Thus, a Nash equilibrium always exists and can be
reached by the gradient play strategy (see, e.g., [22]). The
implementation of this strategy is given next.
2) Algorithm description: Suppose that time is partitioned
into periods of equal length 7". Each node updates its state
(Yo, €y) as follows (see [13] for the detailed derivation):
o Atperiodt =0, each node v initializes y,(0) € Q, and
ev(0) + (1Ty,(0) — ) such that ", ., €,(0) < 0.

e At t > 0, node v exchanges e,(t) with neighbors,
computes €, (t) = Y ([es(t)]+ —[eu(t)] 1) with step
size v > 0, and updates its state as follows:

Yolt+1)=[yo(t)+7(Vy, LY (1)~ pllen(t)]+) ], (16)
eo(t+1)=eu(t)+1T(yo(t +1) = yu(t)
+ ZMEM, éu%v (t) - év%u(t%

where Yy, L(Y (t)) can be estimated in a distributed
fashion as shown in Section IV-D.1 below.

In [20]-[22], a potential game-based algorithm is provided
for solving a (more general) constrained optimization prob-
lem, the design of which, if applied to (12), would yield an
exponentially large state space. Specifically, to decompose
®,,, each node v would need to maintain and update a local
estimate Y, of the state Y through exchanging information
with its neighbors. This would incur much more expensive
communication and computational costs compared to our
algorithm outlined above. Our advantage is gained by em-
ploying a distributed scheme for each node to estimate partial
gradients of L. Such an algorithm (given in Section IV-D.1
below) requires only a simple message exchange protocol.

15)
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C. Convergence

Note that any Nash equilibrium is optimal to @}, =
mingg, co,} ®.(Z,a). Therefore, we have the following.

Theorem 1: For a fixed 1, if {Z,a} = {(Y,e),(Y,E)}
is a stationary state Nash equilibrium, Y is also optimal for

maxyy,cq,} L(Y) = ofy [Soev(yil - Cg)ﬁ- (18)

As aresult, an approximate (with arbitrary given accuracy)
solution to (13) can be obtained with sufficiently large .

Corollary 1: As i — oo, the equilibria of the game
constitute solutions of (13).

We now summarize approximation steps introduced so far
in dealing with the original problem (MaxCG). First, we
relax the binary constraints (4) and approximate the objective
function F' by L in (9), thereby obtaining (10), a convex
problem on the relaxed feasible set. Second, since L is
nondifferentiable, we then replace it with Lin (11). Third, by
resorting to the potential game theory, we effectively remove
the global constraint (7) by adding a penalizing term to L,
resulting (18). In summary, (MaxCG) ~ (10) =~ (13) =~
(18). Moreover, the overall approximation ratio (in terms of
caching gains) is within (1—e—1/e) for any given small € >0
by selecting y sufficiently large and « sufficiently small [13].

The convergence of our algorithm is given next.

Theorem 2: For Algorithm (16)—(17) with v < 7° :=
WQOHM), we have lim;_, o ®,(Z(t),a(t)) = ®7,. More-
over, any limit point Y* of {Y (1)} is an optimizer of (18).

Note that 40 is a theoretical bound for the gradient method,
while step sizes larger than 4% often still work in practice;
the larger the step sizes are, the closer to instability.

Remark 1: Given a fixed p, the global capacity constraint
in (13) is likely to be violated due to the penalizing term in
(18). To reduce such violation, we can initialize ) ., ¢ =
(M — €) for some small € € (0,1) and select u = O(L*) =
O(Cy) (note that L(Y') < Cp,VY"), where Cy (or an upper
bound Cy) can be estimated in a centralized fashion from
history data or in a distributed manner; see [13] for details.

D. Implementation considerations

This subsection details on how each node in the network
can obtain online estimations of o”'ymf and update cache
contents. See [13] for distributed estimation of step size
bound 7y in Theorem 2 for ensuring convergence.

1) Distributed gradient estimation: We adopt the mecha-
nism used in [8], [9], namely, additional control messages
are attached to the request and response traffic to gather
needed information. This enables each node v to estimate
partials 8yv[~/ in a distributed fashion by using information
in the messages passing by during each time interval 7'. In
particular:

» Every time a node generates a new request (,p) € R,

it creates an additional control message m attached to
the request. At node p1, ms(p1) = yp,:- At node py,

ms(pr) = ms(Pi—1) + Ypyi (19)

until a node u € p with m,(u) > 14 § is found or
the end of the path is reached (in which case u = py;)).
Each visited node p; keeps a local copy of m(p;).

TABLE I
GRAPH TOPOLOGIES AND PARAMETERS

Graph VI lel el el IRl M
grid_2d (G2) 100 180 100 20 1K 300
expander (Ex) 100 340 100 50 2K 400
barabasi_albert (BA) 100 384 100 50 2K 400
small_world (SW) 100 240 100 50 2K 400
watts_strogatz (WS) 100 200 100 50 2K 400
erdos_renyi (ER) 100 521 100 50 2K 400
geant (Ge) 22 33 100 20 1K 144
abilene (Ab) 9 13 10 9 100 28
dtelekom (Dt) 68 273 100 20 1K 304

o Node u then creates a control message m, to send back
in the reverse direction with m,.(u) = 0. At any py,

mT(pl) = mT'(pl-‘rl) + Wpy41p1 sat’a(ms (pl))’ (20)

where satl,(z) = 0if z > 1+ §; sat) (z) = 1 if
x <1— §;andsat),(z) = (1+ § — x)/« otherwise.
e For each item ¢ and each node v, let t,, :=
m.(v) as computed above and let 7,; denote the
set of t,; collected by node v regarding item :

during each time slot. It can be seen that t,; =

o —1 k
Dyus ‘k}ikp(v) WppyapiSata (Do Ypii), Where kp(v)

denotes the position of v in path p. Then it can be
shown [8, Lem. 1] that z,; ::ZteTm t/T is an unbiased

estimate of 8ymj and thus can be used in (16).

2) Eviction policy: At the end of each iteration ¢, each
node v determines its expected cache size ) ;. yvi(t). As
this can be fractional, a local rounding scheme is needed;
e.g., randomized rounding as in [8]. A much simpler heuristic
would be the following: node v finds a positive integer
¢y(t) such that 1) if (7) is a hard constraint, then ¢, (t) =
min{|1Ty,(¢)]|,&,}; 2) otherwise, c,(t) is the nearest to
> icc Yoi(t). Finally, node v then places/keeps at most ¢, (t)
items according to largest elements of y, (¢) in its cache.

3) Efficient update and message exchange: Our algorithm
requires each node to perform only few basic operations at
each iteration to update its states (16)—(17) and traversing
control messages (19)—(20) for estimating local gradients; the
projection [-]n, in (16) can be as simple as scaling. Moreover,
the number of exchange messages (including é,_,,,, ms, and
m,) is also small. They can be encoded in very few bytes
and can be piggybacked onto existing traffic of Interest and
Data packets, incurring negligible overhead and storage.

V. NUMERICAL EXAMPLES

We simulate our algorithm in Matlab over the graphs in
Table I; see [13] for detailed descriptions of these graphs.

Experiment setup: For each graph, we generate a catalog
C and assign each item ¢ € C to a node selected uniformly at
random (u.a.r.) from V. We select the weight of each edge
u.ar. from [0.01,1] and a set of consumers @ C V uar.
Each consumer v € Q requests an item i selected from
C according to a Zipf distribution with parameter 1.2. The
request is routed over the shortest path p between v and the
designated server for item 7. We choose ¢, = |C| and update
period T = 1. We let a =0.2 u=Cy/4, y=7" = 11400,
= (M—e)/|V| with e=0.1 (see Remark 1).
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Fig. 1. (Color online) Simulation results for dtelekom network using cache
allocation X}, obtained from our heuristic placement in Sect. IV-D.2. L*
from (10) is obtained by a centralized algorithm and is an upper bound on
the optimal caching gain. Bottom plot shows cache sizes ¢, (t), Vo€ V.
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Fig. 2. Comparison of normalized caching gains for graphs in Table I.

Results: We simulate our algorithm on the dtelekom
graph. During time interval [0, 8000], A(; ;) are selected u.a.r.
from (0.1, 1); after that \(; ,) =1,V(i,p) € R. At t=16000,
we reduce the budget by |V| units. The simulation results are
shown in Fig. 1, which clearly demonstrates optimality and
adaptability of our algorithm. Specifically, F'(Xpe,,) reaches
near upper bound L*, even under some network changes.

We also compare the performance, in terms of caching
gains (normalized to L*), of our algorithm with the central-
ized solution approach using the equal node-capacity alloca-
tion across all topologies in Table I. Specifically, the latter
fixes ¢, (t) =¢, = Ml;llc‘ +H{i:veS},YveV,ie, (7)is
redundant as ) <y Co =M. Note that the optimal (relaxed)
caching gain in equal node capacity, denoted by L%~ and
obtained by solving (10) without global constraint (7), is
not only an upper bound on caching gains of all suboptimal
caching policies in the same setting, but also a lower bound
of L* in (10) with global constraint (7) and ¢, = |C|.
Significant gaps (ranging from 15% to 50%) between LF,~
and other common caching strategies have been shown in [§]
for a similar set of topologies. Here, we focus on showing
improvement of F'(Xp.,) over Li~. To this end, we run
our algorithm for 10* time units with \(; ,y =1,V(i,p) €ER
and estimate the steady state caching gain by averaging
the objective values F(X}.,,) over the last 10% time units.
Fig. 2 shows the average results of 10 runs, which clearly
demonstrate that our algorithm yields (near) optimal caching
gains and outperforms the best centralized solutions with
equal capacity across all the topologies considered.
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