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ABSTRACT
Social media platforms like Facebook and YouTube connect people

with communities that reflect their own values and experiences.

People discover new communities either organically or through

algorithmic recommendations based on their interests and prefer-

ences. We study online journeys users take through these commu-

nities, focusing particularly on ones that may lead to problematic

outcomes. In particular, we propose and explore the concept of

gateways, namely, entities associated with a higher likelihood of

subsequent engagement with problematic content. We show, via a

real-world application on Facebook groups, that a simple definition

of gateway entities can be leveraged to reduce exposure to problem-

atic content by 1% without any adverse impact on user engagement

metrics. Motivated by this finding, we propose several formal def-

initions of gateways, via both frequentist and survival analysis

methods, and evaluate their efficacy in predicting user behavior

through offline experiments. Frequentist, duration-insensitivemeth-

ods predict future harmful engagements with an 0.64–0.83 AUC,

while survival analysis methods improve this to 0.72–0.90 AUC.

CCS CONCEPTS
• Human-centered computing→ Social media.
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1 INTRODUCTION
People increasingly turn to social media platforms such as Facebook,

Instagram, TikTok, and YouTube for entertainment, communication,

and information. Recently, there has been growing attention to the

proliferation of misinformation on social media platforms [27, 58],

raising concerns that algorithmic recommendations can lead to

migrations from moderate to more extreme content [14, 30, 50, 53,

55]. Colloquially, these online journeys are sometimes referred to

as rabbit-holes (an appropriation of an otherwise innocuous term

used in Lewis Carroll’s Alice in Wonderland [12]). From a platform’s

perspective, there is a need to understand these journeys better,

especially if they lead people to problematic content through the

mechanism of preference amplification [33].

We introduce the notion of gateways: these are non-problematic

entities that are nevertheless associated with a higher likelihood

of future engagement with problematic content. Gateways can be

communities, such as Facebook Groups or Pages, public accounts

on Instagram or Twitter, or creator feeds on YouTube and TikTok.

By definition, gateways are not problematic per se; however, online
interactions with them, especially when repeated over longer peri-

ods, may correlate with subsequent harmful engagements and/or

a shift towards problematic content. An example includes interac-

tions with wellness communities, that are sometimes followed with

engagements with content related to conspiracy theories [5, 60].

Identifying gateways poses a fundamental conceptual challenge:

by definition, they may not contain textual or other features explic-

itly linking them to problematic behavior. As a result, a classifier

trained on manual labels to identify problematic entities [4, 26]

(e.g., policy-violating content such as hate-speech, drug use, violent

content, or nudity) will–and rightfully should–fail to classify gate-

ways as problematic. Nevertheless, identifying gateways is of great

importance to online platforms. This identification can allow for the

adoption and deployment of mitigation strategies, that can help re-

duce subsequent engagement with problematic content. Mitigation

strategies can range from, e.g., identifying and inhibiting pathways

https://doi.org/10.1145/3543507.3583283
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leading from gateways to problematic content, particularly those

enabled by algorithmic recommendations of an online platform, to

more active early interventions such as steering the user towards

non-problematic content, displaying warnings to discourage en-

gagement with problematic content etc. Such interventions require

the development of algorithmic, quantifiable means of identifying

gateways from historical data of user interactions.

Our goal is to address this challenge by proposing and exploring

different gateway scores, i.e., scores that capture the influence that
innocuous interactions have towards downstream interactions with

harmful content. We make the following contributions:

•We conduct a large-scale online experiment on Facebook Groups,

demonstrating that even a simple definition of gateways, combined

with a simple recommender system mitigation strategy, can yield

significant dividends. Filtering gateway entities from the recom-

mender’s seeding mechanism yields a 1% statistically significant

decrease in the prevalence of harmful content in the platform, with-

out any observable loss in user engagement.

• This experiment motivates us to define and study more nuanced

definitions of gateway scores. To that end, we introduce and for-

mally define several methods to compute a gateway score that

quantifies the impact that a user interaction with an entity can

have towards a subsequent problematic engagement, using both

frequentist methods and survival analysis models.

• We compare these methods through experiments on a 12-month

dataset from Facebook Groups. Gateway scores generated through

frequentist approaches can be used to predict future harmful joins

with an 0.64–0.83 AUC, while scores based on survival analysis and

neural network-based methods improve this to 0.72–0.90 AUC.

2 RELATEDWORK
Several works study user trajectories in online platforms. Fabbri

et al. [23] use a graph-based approach to mitigate radicalization

pathways. Gallacher and Bright [25] examine whether one form of

hate speech (e.g., Islamophobia) can lead to a different form (e.g.,

anti-immigrant hate speech). Hosseinmardi et al. [30] attribute polit-

ical radicalization to a combination of user preferences and platform

features rather than social media recommendations. In contrast,

Papadamou et al. [50] find that recommendation algorithms might

play an active role in steering users toward Incel-related content.

Ribeiro et al. [53] observed that users migrate from milder to more

extreme content on aggregate, but did not analyze individual path-

ways. Restrepo et al. [52] discovered that alternative health entities

were the interconnecting link between mainstream parenting enti-

ties and conspiracy theory entities during 2020. However, the study

differs from ours as it is based on bonds between communities

rather the online behavior of individuals themselves.

To the best of our knowledge, little work has been done on identi-

fying gateway entities through pathways users directly participate

in. Our work also sheds light on how interfering with pathways

to problematic content can ultimately protect users (see Sec. 3). A

related concept is that of reachability of an entity, defined via the

existence of a user path towards engagement, typically as a result

of interacting with a recommender system [17]. However, the focus

is on the existence of a path terminating at an entity, while we

quantify the impact of entities the user encounters along this path.

We rely on survival analysis to define some of our gateway

scores. The Kaplan-Meier estimator [35] is the most widely used

non-parametric method for estimating the survival function. It is

efficient to estimate but difficult to interpret and does not incorpo-

rate users’ covariates. Parametric models [40, 59] assume survival

times follow a well-known parametric distribution, which may

introduce bias in the estimation process. The Cox hazard model

[16] and its variants [10, 13, 18, 36, 64] is the most commonly used

semi-parametric model. Katzman et al. [36] propose a nonlinear

extension called DeepSurv and use a neural network to model the

interaction between covariates. Several recent works have proposed

deep learning methods to learn the hazard rate or survival function

directly [29, 39, 51]. Finally, survival analysis has been successfully

applied in different domains. Ren et al. [51] apply deep learning

based survival method to predict the time elapsed from the last

visit of one user to their next visit on a music streaming platform.

Zeithaml et al. [63] and Berger and Nasr [9] use survival analysis to

predict the probability of a user purchasing from a certain service

supplier within 𝑡 days. Barbieri et al. [8] and Yin et al. [61] model

the probability that a user clicks on the advertisement within a

given time. Our work adds to this growing list of applications.

3 A MOTIVATING EXAMPLE
Our working hypothesis is that identifying gateways is important,

as it can lead to the design of mitigation strategies; these can range

from reactive measures, e.g., attempting to steer a user away from

problematic content after they visit a gateway, to proactive mea-

sures, like, e.g., altering the platform’s recommendation pipeline.

To validate this hypothesis, we conducted a real-world experiment

over the recommendations of Facebook groups: these are public or

closed communities, wherein users share content around a topic of

interest. Users discover new groups either organically or through

platform recommendations. We use a simple definition of gateways

to alter the recommendation pipeline via a mild, conservative inter-

vention.We observe a statistically significant decrease in propensity

to engage with harmful groups, without any visible effect on user

engagement. We describe this experiment in detail below.

Recommendation Pipeline. The ranking algorithms underlying

group recommendations in the platform are similar in spirit to those

described by Thorburn et al. [57]. Recommendations follow four

distinct stages, illustrated in Fig. 1. In the first stage, seed generation,
a relatively small (10s-100s) set of “seed" groups that should be

relevant to the user is selected. These seeds are based on a range

of signals, such as the user’s past history of interactions, group

membership, friends, etc. In the candidate generation stage, seeds

are expanded by adding groups based on various similarity metrics

w.r.t. to seeds, yielding a much larger set. In the distillation stage,

candidates are filtered via lightweight ML models; finally, a more

computationally expensive ranking and value model produces the

recommendation presented to the user in the final ranking stage.

Integrity classifiers pre-trained on human-labelled data detect

potentially harmful groups (distinct from the ranking pipeline classi-

fiers in Fig. 1). Detection leads to enforcement, ranging from ranking

penalties on harmful groups within the recommendation pipeline,

to removal from the platform altogether. We refer to groups as non-
recommendable if they remain in the platform but are not eligible
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for discovery through the platform’s recommendation algorithm.

Note that non-recommendable groups, by definition, are detectable

by the platform’s integrity classifiers.

A Gateway-Based Intervention. To assess the importance and

impact of gateways in this pipeline, we conduct the following ex-

periment. We define a group to be a gateway if there is a high

probability that a user who joins it subsequently joins also a non-

recommendable group; this corresponds to our first frequentist gate-

way score (see Defn. 5.1) in Section 5. By definition, such groups are
not themselves non-recommendable; they merely have a high chance

of leading towards such a group. Using this definition, we design

the following mild intervention to the recommendation pipeline.

We pick the top 1 percentile of gateway groups w.r.t. this metric and

filter them out of the seed generation stage. This is based on the

intuition that gateways are on the “path” to non-recommendable

groups, and thereby are inappropriate seeds. Notice that our mitiga-

tion strategy does not directly prevent gateway groups from being

recommended. We remove them from seed generation, but they

may however be reintroduced at the candidate generation stage.

Impact of Gateways. We ran this experiment on 12.3M users

split evenly across control and treatment groups, and observed en-

gagement with groups over a period of two weeks. We summarize

results in Table 1. Our main finding is a drop in non-recommendable

groups prevalence by as much as 0.6%. This is the proportion of

total impressions of groups recommended that were subsequently

deemed as non-recommendable by integrity classifiers. Similarly,

we saw a 2.5% decrease in impressions of groups that needed ad-

ditional enforcement (e.g., filtering, additional strikes against the

group) and a 1.3% decrease in “conversions” (i.e., users wanting

to join the group after seeing a recommendation) on groups that

had received some form of prior enforcement. This validates the

assertion that by applying our mild intervention at the seed filtering

stage, we are reducing the likelihood of groups that are potentially

non-recommendable from being considered as candidates. Most

importantly, these improvements occurred without any significant

impact on daily user engagement.

Generalizability of Gateway-Based Intervention. The group
recommendation pipeline we describe in Fig 1 first generates a

short list of entities from a large corpus via a light-weight pre-

selection algorithm, and then uses a more accurate but also compu-

tationally expensive ranking algorithm to distinguish the relative

importance to the user. This two-stage paradigm is used in most

of large-scale industrial recommendation systems, as applying the

more accurate algorithm directly to the corpus is computationally

intractable [34]. Examples include Youtube’s video recommendation

[15, 19, 32, 34], Pinterest’s related pin and newsfeed recommenda-

tion [22, 62], Linkedin’s job recommendation [11], and Taobao’s

product recommendation [42, 44, 65, 66]. The majority of methods

for generating a short list of candidates can be divided into two

categories: 1. Graph-traversal methods that use previous activity

of users as seeds for initiating walks on the graph [19, 22]; 2. Deep-

learning based methods that learn user representations from user

characteristics and activities [15, 32, 42, 44, 62, 65, 66] to distinguish

among entities. The mitigation strategy presented above can be

applied to both such systems. While it naturally generalizes to seed

Metric Treatment effect %

Impressions of actioned groups −2.5∗ [-3.7, -1.3]
Impressions of reported groups −0.37∗ [-0.64, -0.1]
Conversions to demoted groups −1.3∗ [-2.3, -0.2]
Non-rec. group prevalence −0.61∗ [-0.72, -0.52]
Daily engagement −0.011 [-0.093, 0.071]

Table 1: Experiment results of Gateway/Seed Mitigation Strategy.
We report 95% confidence intervals in parentheses. Metrics with
statistically significant movement are indicated with an asterisk.

Figure 1: The group recommendation pipeline. In the seed generation
stage, a small set of “seed” groups relevant to the user is selected.
In candidate generation, this set is expanded into candidate groups
based on similarity to seeds. In the distillation stage, candidates that
are filtered via lightweight ML models, to be finally ranked during
the ranking stage by a deep classifier. Our intervention acts on the
first stage, filtering seeds deemed as gateways (shown in white).

removal in graph taversal methods, for deep-learning based meth-

ods, user activities related to gateway entities could be withheld or

weighed down as inputs of the deep neural network.

4 PROBLEM STATEMENT
Motivated by the experiment above, we turn our attention to study-

ing more nuanced, formal definitions of gateway entities. Formally,

we assume access to a dataset of interactions between a set of users

U and a set of entities E, spanning an observation period [0,𝑇 ].
We denote by x𝑖 ∈ R𝑑 and x𝑒 ∈ R𝑑′

the feature vectors of users

and entities, respectively. During the observation period, users

“follow” entities they are interested in. Here, entities may be Face-

book groups, topic-driven channels on YouTube, personal feeds,

etc. Correspondingly, “follow” maps to a range of actions, such as

subscribing to a channel, following a person or joining a social

group. Each user 𝑖 ∈ U is associated with: (a) a trajectory sequence
S𝑖 = {𝑒𝑖

𝑗
}𝑛𝑖
𝑗=1

⊆ E of entities that 𝑖 followed during the observation

period, and (b) a corresponding time sequence T𝑖 = {𝑡𝑖
𝑗
}𝑛𝑖
𝑗=1

⊂ [0,𝑇 ]
at which these “follow” events took place. For simplicity, we assume

that an entity 𝑒 appears in S𝑖 at most once. Note that we do not

consider “follows” that happened (or will happen) outside of the

observation period [0,𝑇 ]. There exists a subset of target entities
B ⊂ E, which are known to be problematic. Trajectories S𝑖 , 𝑖 ∈ U,

may contain 0, 1, or more targets from the target set B.

For every entity 𝑒 ∈ E0 ≡ E \ B we would like to assign a

score 𝑠𝑒 ∈ R+ that quantifies the association of following 𝑒 with

subsequent follows of targets inB. Sorting entities by that score, and

selecting the top 𝑘 ranking entities, will give us the set of gateway
entities with respect to the topic or activities associated with B. As

illustrated by our motivating example in Section 3, identifying such

gateways can then used to design mitigation strategies.
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U set of users

E set of entities

𝑇 length of observation period

B target entities

𝑖 user in U
𝑒 entity in E
S𝑖 trajectory sequence of entities followed by user 𝑖

T𝑖 time sequence “follow” events of user 𝑖

x𝑖 𝑑-dimensional feature vector of user 𝑖

𝑛𝑖 number of entities followed by user 𝑖

E0
candidate gateway set, i.e., E \ B.

U𝑒 set of users that followed entity 𝑒

UB set of users that followed at least one target in B
E𝑒+
𝑖

set of entities that 𝑖 followed after following 𝑒

EB+
𝑖

set of entities that 𝑖 followed after following any of the targets in B
B𝑒+
𝑖

set of targets 𝑖 followed after following 𝑒

Table 2: Notation Summary

5 METHODOLOGY
We discuss two different approaches for constructing scores that

measure the contribution of a gateway entity to a subsequent target

“follow”: (a) duration-insensitive scores, that focus only on the order

of temporal events and ignore the length of an interval until a

“follow” happens, and (b) survival analysis scores, that also take the

time between follow events into account.

5.1 Duration-Insensitive Scores
A Frequentist Approach. The simplest way to estimate how likely

a user in the candidate gateway 𝑒 ∈ E0
will subsequently follow

an entity in B is via a frequentist approach. We define several

frequentist variants below. For a given entity 𝑒 ∈ E, letU𝑒 ≡ {𝑖 ∈
U s.t. 𝑒 ∈ S𝑖 } be the users that follow 𝑒 . For every user 𝑖 ∈ U𝑒 , let

E𝑒+
𝑖

be the set of entities that user 𝑖 followed after following 𝑒 , i.e.:

E𝑒+
𝑖 ≡

{
𝑒𝑖𝑗 ∈ S𝑖 s.t. 𝑡𝑖𝑗 > 𝑡𝑖𝑗𝑒

}
, (1)

where 𝑡𝑖
𝑗𝑒
is the time at which 𝑖 followed 𝑒 . Also, let B𝑒+

𝑖
≡ E𝑒+

𝑖
∩B

be the targets that 𝑖 followed after following 𝑒 .

Our duration-insensitive, frequentist scores are as follows:

Definition 5.1. Our first frequentist score, also used in Section 3,

is the empirical estimate of the probability a user follows at least

one 𝑏 ∈ B conditioned on following 𝑒 ∈ E0
. That is:

𝑠F1𝑒 ≡ 1

|U𝑒 |
∑
𝑖∈U𝑒

1B𝑒+
𝑖
≠∅ . (2)

Definition 5.2. Our second frequentist score is the empirical esti-

mate of the conditional probability that, given that a “follow” event

occurs after a user follows 𝑒 ∈ E \ B, there is a “follow” of a target

in B. Formally,

𝑠F2𝑒 ≡ ∑
𝑖∈U𝑒

|B𝑒+
𝑖

|/∑𝑖∈U𝑒
|E𝑒+

𝑖
|. (3)

Definition 5.3. Our third score is the empirical estimate of the

conditional probability on a per user basis, averaged acrossU𝑒 , i.e.,

𝑠F3𝑒 ≡ 1

|U𝑒 |
∑
𝑖∈U𝑒

(
|B𝑒+

𝑖
|/|E𝑒+

𝑖
|
)
. (4)

Figure 2 illustrates the differences between each of these frequentist

definitions (5.1-5.3).

Reducing Variance Using Beta-Binomial Fitting. One possible
shortcoming of scores 𝑠F3𝑒 given by (4) is that group members with

Figure 2: A schematic representation of follow events between a
gateway entity 𝑒 and target set B. A purple circle denotes the entity
𝑒 for which we are computing the gateway scores while the red circle
denotes any of the target entities belonging to the set B. Under
Definition 5.1, the gateway score is simply the fraction of users who
followed an entity in B after following 𝑒 , 4/5 = 0.8. Using Definition
5.2, we compute the score to be the fraction of follows after following
𝑒 that culminated in B: 8/24 = 0.33, and with Definition 5.3, this
would be an average per-user fraction of follows culminating in B:
1/5 · (1/4 + 0 + 2/4 + 2/5 + 3/6) = 0.33.

very small number of subsequent joins |E𝑒+
𝑖

| in the denominator

will have very high variance, which in turn will increase the vari-

ance of the estimation of 𝑠F3𝑒 . We take an empirical Bayes approach

of fitting a beta-binomial distribution to alleviate this issue. We

describe this in detail in Appendix A.

5.2 Survival Analysis Scores
Notice that frequentist scores ignore the time interval between an

gateway and a target follow into account. In this section, we use

survival analysis [1, 48] to produce scores 𝑠𝑒 that take into account

not only the probability that a user follows a target entity, but also

the time elapsed until they do so.

Let UB ≡ ⋃
𝑏∈B U𝑏 be the set of users who followed any of

the target entities. Hence, U𝑒 ∩UB is the set of users who have

followed both the gateway entity 𝑒 and any of the target entities.

For every user 𝑖 ∈ UB , let

𝑡𝑖B ≡ min{𝑡𝑖𝑗 s.t. 𝑠
𝑖
𝑗 ∈ B}, (5)

be the first time 𝑖 follows a target in B. Then, given a candidate

gateway 𝑒 ∈ E \ B, we define the survival time of 𝑖 ∈ U𝑒 ∩UB as:

𝜏𝑖𝑒 ≡ 𝑡𝑖B − 𝑡𝑖𝑒 . (6)

We assume that survival times after following 𝑒 are independent

across users and distributed according to a random variable 𝑋𝑒 ∈
R+, whose density 𝑓𝑋𝑒

: R+ → R+ is parameterized by some

𝝃 𝑒 ∈ R𝑘 ;
We denote the survival function of r.v. 𝑋𝑒 as 𝑆𝑋𝑒

(𝑡) and the

hazard function as ℎ𝑋𝑒
(𝑡) (Appendix B). We now introduce our

scores motivated from survival analysis.

Parametric Survival Model. We assume that the survival time

after following 𝑒 has one of the following three parametric distri-

butions: LogNormal(`𝑒 , 𝜎2𝑒 ), Exponential(_𝑒 ), or Weibull(_𝑒 , 𝜌𝑒 );
for example for LogNormal, parameters to be learned are 𝝃 𝑒 ≡
`𝑒 , 𝜎

2

𝑒 ). We learn parameters 𝝃 𝑒 via maximum likelihood estima-

tion (MLE) [1, 48] (Appendix B). After estimating parameters, we

compute scores as follows:
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Definition 5.4. We define the per-entity log-normal, exponential,

and Weibull scores (𝑠LN𝑒 , 𝑠EXP𝑒 , and 𝑠WB𝑒 , respectively) to be

𝑠dist𝑒 = 1 − 𝑆𝑋𝑒
(𝑇 ), for dist ∈ {LN, EXP, WB}. (7)

I.e., this is the target join probability at the entire, duration of the

dataset, as specified by the corresponding parametric distribution.

Joint Parametric Survival Model. One drawback of the above

survival analysis scores (and frequentist models as well) is that

per-entity parameters are learned in isolation. In determining an

entity’s influence, the above approach ignores all other entities the
user may have also interacted with. This can have distorting effects:

the influence of an entity may be overestimated when it co-occurs

with a highly influential entity. We illustrate this with an example

in Appendix C.2.

To account for this, we propose a model that accounts for joint

occurrence among entities. We make the following probabilistic

assumptions on how target follows occur. Whenever a user follows

an entity 𝑒 ∈ E0
, this triggers the following process. First, a “clock”

𝑋𝑒 starts, again sampled from a well-known parametric distribu-

tion, parameterized by 𝝃 𝑒 ∈ R𝑘 . Once the clock expires, the user

follows the target. Finally, if a user interacts with multiple entities,

they all generate independent clocks; the target event then happens

whenever the first of these clocks expires. The latter assumption is

the main departure from standard survival analysis, and has two

consequences: first, it induces a coupling or joint effect of entities
joined prior to following the target. Put differently, it spreads the

attribution of a target follow to past joins of a user, in a princi-

pled fashion. Second, the “independent clocks” assumption has the

following intuitive technical advantage:

Theorem 5.5. Assume that clocks {𝑋𝑒 }𝑒∈E0 are continuous ran-
dom variables. Let 𝜏𝑖 be the survival time of a user 𝑖 that has so far
followed entities E ′ ⊆ E0. Then the hazard function of 𝜏𝑖 is the sum
of the hazard functions ℎ𝑋𝑒

, 𝑒 ∈ E ′, and its survival function is the
product of the survival functions 𝑆𝑋𝑒

, 𝑒 ∈ E ′, respectively.

We prove this theorem in Appendix C.3. An immediate conse-

quence is that parameters 𝝃 𝑒 can be learned again by maximizing a

likelihood of the form in Eq. (14), using however the corresponding

density and survival functions of 𝜏𝑖 , as specified by Theorem 5.5.

After parameters 𝝃 𝑒 have been computed this way, they can subse-

quently be used to compute per entity scores exactly as in Defn. 14.

This estimation couples the learning across entities and, contrary
to Eq. (14), MLE is no longer separable across parameters 𝝃 𝑒 , 𝑒 ∈ E0,

that need to be trained jointly (see Appendix C.4).

DeepSurvModel. The final score we use is based onDeepSurv [36],
which itself is based on the Cox proportional hazard model. Apply-

ing the latter to our setting, the hazard function characterizing the

survival time of a user 𝑖 after following 𝑒 takes the form:

ℎ𝑖𝑒 (𝑡) = _0 (𝑡)𝑟 𝑖𝑒 (8)

where _0 is a baseline function and 𝑟 𝑖𝑒 is a parametric function of

user and entity features. More specifically, DeepSurv uses 𝑟 𝑖𝑒 =

𝑓 (x𝑖 , x𝑒 ;w) ≥ 0, where x𝑖 , x𝑒 are the feature vectors of the user

and the entity, respectively, and 𝑓 (·;w) is a neural network param-

eterized by𝑤 . DeepSurv trains the neural network by maximizing

the Cox partial likelihood function, while the baseline function is

determined via a Kaplan-Meier estimate. After training this deep

model, we compute per-entity scores using the following definition:

Definition 5.6. We define 𝑠DS𝑒 to be the average of quantities 𝑟 𝑖𝑒
across U𝑒 , i.e., 𝑠

DS
𝑒 = 1

|U𝑒 |
∑
𝑖∈U𝑒

𝑟 𝑖𝑒 .

5.3 Directionality
An additional property that may help evaluate different methods

for identifying gateway entities is “directionality”. This measures,

for an entity 𝑒 , the fraction of all users who followed it and one of

the targets, those that followed 𝑒 first. Formally, let us denote EB+
𝑖

to be the set of entities user 𝑖 followed after following any of the

entities in B. That is:

EB+
𝑖 ≡

{
𝑒𝑖𝑗 ∈ S𝑖 s.t. 𝑡𝑖𝑗 > 𝑡𝑖B

}
, where 𝑡𝑖B is given by Eq. (5). (9)

We define the directionality of an entity 𝑒 as:

𝑑𝑒 ≡ 1 − 1

|U𝑒∩UB |
∑
𝑖∈U𝑒∩UB 1𝑒∈EB+

𝑖
. (10)

Intuitively, 𝑑𝑒 = 0 indicates that all users in 𝑖B that “followed” 𝑒

did so after following a target, while 𝑑𝑒 = 1 indicates that all users

in UB that “followed” 𝑒 did so before following any target. This is

an imperfect proxy and does not capture causality, which is best

estimated through online experiments such as the one described in

Sec. 3. Furthermore, it can be sensitive to the observation period

or the nature of target entities: for example, it ignores that a target

entity may not have been so at the time a user followed it.

6 EVALUATION
6.1 Experiment Setup
We present an offline evaluation of our gateway entity scores con-

ducted using Facebook Groups.

6.1.1 Dataset.
We identify three different types of public target sets H1, H2, and

BF, two of which correspond to problematic content, and the last

one corresponding to benign content. For each of the three target

sets, we focus on a 6-month observation period (from 2021-07-01

to 2021-12-31) for training. We randomly select 1000 candidate

gateway groups with more than 100 new members during the 6-

month observation period. For each candidate gateway group, we

monitor the trajectories of at most 5000 new users. Our test set

is constructed over a separate 6-month observation period (from

2022-01-01 to 2022-07-01), immediately succeeding the training

period. We monitor the same 1000 candidate gateway groups in this

period and randomly select at most 5000 new users in each group.

Then we measure how well scores computed on the training set can

predict whether “follows” at a gateway also result to “follows” of a

target group in the test set (see section Performance Metrics below).
We extract user and group embeddings using PyTorch-BigGraph

[41]. We provide more details of the datasets in Appendix D.

6.1.2 Evaluation Methodology & Performance Metrics.
Algorithms. We implement all three frequentist scores (𝑠F1𝑒 , 𝑠F2𝑒 ,

𝑠F3𝑒 ); for the last score (𝑠F3𝑒 ), we also perform variance reduction

via the Bayesian approach presented in Section 5.3 (denoted by

𝑠F3𝑒 (B)). We also compute the four survival analysis scores (𝑠LN𝑒 ,

𝑠EXP𝑒 , 𝑠WB𝑒 𝑠DS𝑒 ) as well as the directionality (𝑑𝑒 ) of each candidate
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Test 𝑠F1𝑒 Test 𝑠F2𝑒
H1 H2 BF H1 H2 BF

𝑠F1𝑒 0.3798 0.5837 0.7363 0.3491 0.4847 0.7131

𝑠F2𝑒 0.1631 0.5008 0.7088 0.3357 0.6608 0.7960
𝑠F3𝑒 0.1456 0.4912 0.6972 0.3103 0.6067 0.7679

𝑠F3𝑒 (B) 0.1538 0.5214 0.7053 0.3223 0.6426 0.7807

𝑠LN𝑒 0.3890 0.6160 0.7642 0.3637 0.4891 0.7290

𝑠EXP𝑒 0.4207 0.6514 0.7586 0.3892 0.5085 0.7241

𝑠WB𝑒 0.3925 0.6226 0.7671 0.3709 0.4934 0.7303

𝑠DS𝑒 0.3666 0.6399 0.7104 0.3684 0.4788 0.6257

Table 3: Spearman correlation between training and test scores on
H1, H2, and BF datasets. The exponential model performs the best
with respect to Test 𝑠F1𝑒 on H1 and H2 datasets. 𝑠F2𝑒 performs the best
with respect to Test 𝑠F2𝑒 on H2 and BF datasets.

Train Test

H1 H2 BF H1 H2 BF

𝑠F1𝑒 0.7918 0.7270 0.8218 0.7758 0.6534 0.8287

𝑠F2𝑒 0.7782 0.6709 0.7994 0.7653 0.6367 0.8162

𝑠F3𝑒 0.7825 0.6712 0.8010 0.7694 0.6376 0.8139

𝑠F3𝑒 (B) 0.7829 0.6789 0.8040 0.7727 0.6416 0.8163

PDLN
𝑖𝑒

0.8209 0.7605 0.8438 0.8142 0.7191 0.8537

PDEXP
𝑖𝑒

0.8246 0.7613 0.8443 0.8117 0.7226 0.8536

PDWB
𝑖𝑒

0.8217 0.7615 0.8442 0.8155 0.7221 0.8539

PDDS
𝑖𝑒

0.8916 0.8468 0.9302 0.8463 0.7840 0.9029

Table 4: ROC-AUC score on H1, H2, and BF datasets. The DeepSurv
model performs the best across all three datasets on Train and Test
sets.

gateway entity.We use the lifelines package [20] to compute the log-

normal, exponential, and Weibull fits, and the PySurvival package

[24] to compute DeepSurv scores. Additional details regarding the

DeepSurv NN architecture and hyperparameters are in Appendix B.

Performance Metrics We evaluate the gateway scores on the

following two tasks:

Task 1. For each candidate gateway entity, we measure 𝑠F1𝑒 and

𝑠F2𝑒 on the test set: these correspond to the death/non-survival prob-
ability (i.e., the empirical probability that a user that followed a

candidate gateway 𝑒 followed a target in B during the test period),

and the conditional “follow” probability (i.e., the conditional prob-

ability that a “follow” in the test period was to a target). We then

evaluate how gateway scores we computed over the training set cor-

relate to these two test metrics. We measure this through Spearman

correlation.

Task 2. For each candidate gateway entity, we use the scores

computed on the training set to predict whether a user in the test set

will join a target entity within the observation period. In particular,

for every user in the test set, we observe all join events in E0 that

occur during the test observation period, excluding target joins. We

then use this information, as well as the scores extracted from the

training set, to predict whether the user indeed joins a target group

during the observation period.

For frequentist scores (𝑠F1𝑒 , 𝑠F2𝑒 , 𝑠F3𝑒 ), we construct a simple classi-

fier per user in the test set by summing up all the scores of entities

in E0. Note that this ignores the time at which joins happen. For sur-

vival analysis scores, we exploit the underlying generative model to

makes predictions that also take into account the time interval be-

tween the gateway join time and the end of the observation period.

For each score, we define a probability of death (PD) as:

PDdist𝑒𝑖 = 1 − 𝑆𝑋𝑒
(𝑇 − 𝑡𝑖𝑒 ), for dist ∈ {LN, EXP, WB, DS}, (11)

which takes into account 𝑡𝑖𝑒 the time a user followed 𝑒 . For para-

metric models, this quantity depends on 𝝃 𝑒 ; for DeepSurv, this can
be computed directly from (8). Finally, as for frequentist scores,

we sum these probabilities across entities in E0 the user followed,

and use this quantity to predict target joins.
1
In both frequentist

and survival analysis cases, we evaluate the performance of each

method using Area Under the Receiver Operating Characteristics

Curve (ROC-AUC).

6.2 Score Comparison
Anticipating Future Behavior. Table 3 shows the performance of

each algorithm across three datasets with respect to the Spearman

correlation with the two test scores (𝑠F1𝑒 and 𝑠F2𝑒 ). Survival models

perform better with respect to Test 𝑠F1𝑒 across all datasets. Exponen-

tial model performs the best among survival models. Spearman cor-

relation with Test 𝑠F2𝑒 however is optimized by 𝑠F2𝑒 in two datasets

(H1 and BF). This is not surprising, as other methods largely ignore

non-target event frequencies, which are taken into account in this

metric. Finally, we observe that the Bayesian version of 𝑠F3𝑒 (namely,

𝑠F3𝑒 (B)) always outperforms the non-Bayesian version, indicating

that variance reduction indeed helps.

Table 4 shows the ROC-AUC score of each algorithm with re-

spect to predicting whether a user 𝑖 in a candidate gateway group

𝑒 will join a target group within the observation period. Paramet-

ric survival models and the DeepSurv model perform better than

frequentist scores on the train and test set across all three target

datasets. This might be because the frequentist scores are computed

over all users in the dataset and do not take durations into consider-

ation. Instead of assigning a uniform score for all users, the survival

models make a personalized prediction based on the join time of

each user. Not surprisingly, the DeepSurv model performs better

than parametric survival models across all target datasets. The ex-

ceptional performance of DeepSurv might be because it uses user

features in training and learns to distinguish users at risk based

on their embedding. In conclusion, DeepSurv works the best at

predicting whether a new user will join one of the target groups

within the observation period. The Exponential survival model and

frequentist method F2 perform the best with respect to ranking

groups by the likelihood of group members joining a target group.

Directionality. An ideal evaluation of our techniques would be

against a golden set of ground truth labels acquired manually about

whether an entity is truly a gateway to the target set B. This how-

ever is infeasible for a few reasons. Firstly, the notion of “gateway-

ness” is somewhat subjective and this can introduce noise in the

human labels. Secondly, an entity cannot immediately be deter-

mined to be a gateway just on the basis of the content it carries

or the people following it. Although directionality as described in

Section 5.3 is imperfect as a proxy and may still not sufficiently

capture this “gatewayness”, we nonetheless use it to evaluate the

different methods for the sake of completeness.

1
We explore alternative ways of combining scores in Sec. 6.3
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Figure 3: Barplots for directionality across gateway score buckets for BF, H1, H2 datasets. We bucket groups according to their respective
gateway score decile. Error bars indicate 95% confidence intervals and dotted lines denote average directionality

PD MaxD LD PD
LN

PD
EXP

PD
WB

PD
LNJ

PD
EXPJ

PD
WBJ

H1 0.8496 0.8290 0.7235 0.8563 0.8558 0.8564 0.8762 0.8771 0.8771
BF 0.8496 0.8471 0.8145 0.8645 0.8635 0.8647 0.8701 0.8700 0.8705

Table 5: Predictive performance, w.r.t. AUC, of joint parametric sur-
vival models (LNJ, EXPJ, WBJ) against other baselines, over the H1
and BF datasets. Comparing these results to Table 4, we observe
that assuming independence at test time outperforms simple PD
methods. Moreover, joint training (shown in the last three columns)
outperforms individual training through MLE (14) (shown in the
middle three columns). Lastly, though joint training outperforms
DeepSurv on H1, it does not on BF; LD also performs much better
on BF. These two observations seem to indicate that joint training is
not as important on BF, an observation that is consistent also with
the length of trajectories in Appendix Fig. 6.

Figures 3a, 3b, and 3c show the directionality scores across the

three types (BF, H1, H2). We bucket groups according to their

score percentiles according to each best performing method with

respect to Task 1 and 2 (𝑠DS𝑒 , 𝑠EXP𝑒 , 𝑠F2𝑒 ). We observe the mean to

be around 0.5 across three datasets, indicating roughly half of the

users joined the gateway group before joining a target group: one

possible explanation is that gateways joined after the target are

targets themselves, that have not been classified as such. We also

observe the directionality scores for the three methods (𝑠DS𝑒 , 𝑠EXP𝑒 ,

𝑠F2𝑒 ) are relatively constant across deciles and comparable to the

mean, whereas the directionality scores of F2 is slightly higher

on the H2 dataset. Except for the H1 dataset, gateway groups in

the 90% percentile of F2 maintain a directionality score close to or

above the average. Notwithstanding problems with directionality

as a metric, the fact that these methods do not perform much better

than average indicates a lot more room for improvement in the

methodology used to identify gateways, potentially using more

content and graph-based features.

6.3 Effect of Joint Parametrization
We also explore the effect of joint vs. isolated parameter estimation

in survival analysis parametric models. We focus on H1 and BF: in

H2, no user joined more than 3 entities; in contrast, user trajectories

lengths |S𝑖 | spanned far more values in H1 and BF (see Fig. 6). This

creates the opportunity of improving learned parameters via joint

estimation in these two datasets.

To test this hypothesis, we train per-entity parameters 𝝃 𝑒 , 𝑒 ∈ E0,

through the joint parametric model, as described in Sec. 5.2. We

then use these to compute the probability of death (PD) on the test

set for each of the three parametric distributions (LNJ, EXPJ, WBJ),
assuming the independent clocks model: we describe this formally

in Appendix C.1. We use this to predict again whether a user in the

test set joined a target group. We also report the same prediction

but with parameters 𝝃 𝑒 learned in isolation (LN, EXP, WB), as in
previous sections: this is effectively the “independent clocks” model

at test time, but with parameters 𝝃 estimated in an isolated fashion

via MLE (14). As additional baselines, we also use the following

scores as classifiers; all three are based on 𝑠F1𝑒 estimated over the

training set. Probability of Death (PD): This is given by the product

of 1 − 𝑠F1𝑒 across all 𝑒 ∈ E0 the user interacted with. Note that, like

the “independent clocks” model, this assumes independence across

entities at test time, but ignores join times.MaximumDeath (MaxD):
This is the maximum 𝑠F1𝑒 across all 𝑒 ∈ E0 the user interacted with;

it assumes only the “most influential” entity matters. Last Death
(LD): This is 1 − 𝑠F1𝑒 for the very last entity 𝑒 the user interacted

with during the observation period.

The quality of prediction w.r.t. ROC-AUC is indicated in Table. 5.

Comparing this to Table 4, we observe that estimating PD under the

independent clocks model improves predictive power in general,

even for the simple PD method based on 𝑠F1𝑒 . Both this and re-

maining PD scores assume independence at test time; this indicates

that the simplifying independence assumption does not introduce

significant bias on these two datasets.

Moreover, we observe that joint training (indicated by suffix J)
always outperforms individual estimation through Eq. (14). In H1,

joint estimation surpasses the predictive quality of DeepSurv scores

(c.f. Table 4), but not on BF. LD is worst-performing, indicating that

the entire trajectory, rather than the most recent join event, has a

role to play in a user joining a target; however, LD is somewhat

better in BF. These two observations are consistent with each other:

both indicate that joint information from the entire trajectory is

not as important in BF as in H1; this also agrees with the fact that

trajectory lengths are shorter in BF (see Appendix Fig. 6).

6.4 Qualitative Analysis
We also perform a qualitative analysis on a set of Breastfeeding

target groups. In this case the trajectory is obviously not harm-

ful, and the intuition is that “gateways” to breastfeeding groups

should be groups related to pregnancy. Table 6 shows the top-5

ranked English-speaking groups using the best performing individ-

ual scores with respect to Task 1 and 2 (𝑠F1𝑒 , 𝑠F2𝑒 𝑠F3𝑒 , 𝑠DS𝑒 , 𝑠EXP𝑒 ). We
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Rank 𝑠F1𝑒 𝑠F2𝑒 𝑠F3𝑒 (B) 𝑠DS𝑒 𝑠EXP𝑒

1 Exclusively Pumping Moms Babywearing Doctors UK Exclusively Pumping Moms Exclusively Pumping Moms Exclusively Pumping Moms
2 Babywearing Doctors UK Exclusively Pumping Moms Babywearing Doctors UK Due in September 2021 UK Babywearing Doctors UK
3 Due in September 2021 UK BabyBuddha Community Due in September 2021 UK Exclusive Pumping Moms Canada Exclusive Pumping Moms Canada

4 Positive Pregnancy & Birth Australia Exclusive Pumping Moms Canada Exclusive Pumping Moms Canada Babywearing Doctors UK How to get pregnant faster and easy.

5 Exclusive Pumping Moms Canada Breast Bottle & Beyond -Support Group BabyBuddha Community Positive Pregnancy & Birth Australia Positive Pregnancy & Birth Australia

Table 6: Top gateway groups for Breastfeeding. We highlight two of the the overlapping groups across methods in black and blue.
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Figure 4: Comparing top vs. bottom gateway groups

observe that gateway models work as expected, and the resulting

gateway groups are indeed closely related to breastfeeding: some

of them are pregnancy support groups (which directly precedes

breastfeeding), while some are breast-pump brands and breastfeed-

ing support groups. We also observe a significant overlap between

the resulting groups across methods. This extends to lower ranked

groups, and across different topics.

In Figure 4, we compare some characteristics between top and

bottom decile gateway groups as ranked by our methods. For sim-

plicity, we show plots only for ranking gateways based on fitting

an exponential survival model (EXP) although the plots are similar

for other methods. Figure 4a shows the average age of groups (i.e.,

time since creation of the group itself) for the three datasets; while

in the case of H1 and H2, top gateways tend to be newer, top gate-

ways for BF are relatively older than bottom groups, suggesting

that over time gateways to harm can potentially devolve to being

problematic themselves and enforced on while gateways to benign

topics are likely to flourish. When looking at the average tenure on

the platform for users that join these gateway groups (Figure 4b),

those in top gateways for H2 are newer than their counterparts in

bottom gateways, whereas for BF users belonging to top gateways

have more tenure on the platform. This is representative of the fact

that gateways for Breastfeeding naturally cater to people interested

in parenting and child-rearing, and hence are likely to index higher

on age (and tenure, correspondingly).

7 ETHICAL CONSIDERATIONS
The use of gateways to alter the recommendation pipeline, as de-

scribed in Sec. 3, represents can be viewed as a content moderation

strategy; as with any such strategy, there is the risk of limiting

the reach for non-harmful content [2, 49]. Gillespie [28] argues

that content moderation systems should take into account privacy,

legal and ethical considerations in balancing speech and interests

of various groups.

Although we observed no significant daily engagement drop

in our experiments in Sec. 3, interventions such as the one we

proposed may lead to less accurate predictions and, in turn, to

opportunity costs by not providing valuable information to users.

Regular monitoring that measures how much such a system re-

duces the spread of harmful content can ensure that its outcomes

align with its aims. The results should also be compared to any

negative externalities. This may include reduced voice [56] and

access to valuable information [43]. For example, the impressions

of critical information, such as medical resources and news, should

be monitored to ensure that morally responsible distribution and

access is not hampered by such content moderation strategies.

Algorithmic enforcement on content and freedom of expression

is a current topic of research [6, 7, 38]. As Gillespie [28] writes

“moderation is not an ancillary aspect of what platforms do. It is

essential, constitutional, and definitional. Not only can platforms

not survive without moderation, they are not platforms without

it.” So it is not a question of whether content moderation should

happen, but how best to do so while considering the free speech

rights and interests of users and societies. Keller [37] distinguishes

freedom of speech from right to amplification and argues that

"private companies have no obligation to host their users’ speech,

or to provide it with additional reach via amplification." Algorithmic

amplification is often an artifact of how recommender systems are

designed [21, 45]. When implementing such systems, an effort

must be made to understand and control for such side effects. The

experiment in Sec. 3 was an attempt to limit the exacerbating effects

of algorithmic amplification without taking down the responsible

content completely.

8 CONCLUSION AND DISCUSSION
We studied several quantitative scores assessing the impact of user

interactions with online entities towards subsequent “follows” of

potentially problematic content. Then we quantified their perfor-

mance over real-life datasets as well as through a deployment in

Groups Recommendation; the latter led to a significant decrease in

non-recommendable group prevalence [3, 46].

Proposing new scores, as well as additional experiments to evalu-

ate “gateway” quality, is an interesting future direction; so is identi-

fying expert labeling processes to assess ground truth in this setting.

From a computational perspective, scaling parametric inference of

more complex scores (such as survival analysis or scores regressed

via deep neural networks), remains also an interesting direction to

explore. Finally, capturing both formally and experimentally joint

effects, such as the collective impact of exposure to sequences of

gateway entities, is also an open problem.

In identifying gateways systematically, our work is a first step

in leveraging network signals for content moderation and is not a

blueprint for devising a complete moderation strategy. Understand-

ing how gateway scores could be used to that end where they might

yield the most benefits in a pipeline, while not hampering access

or introducing undue censoring, is an open area of investigation.
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A REDUCING VARIANCE USING
BETA-BINOMIAL FITTING

We take an empirical Bayes approach of fitting a beta-binomial

distribution to alleviate variance in 𝑠F3𝑒 given by (4). In particular,

we use the following steps To fit a beta prior, we use the following

steps :

(1) First, using the method of moments, for each entity 𝑒 , we fit

a beta prior

𝑓 (𝑥 ;𝛼, 𝛽) = Γ(𝛼 + 𝛽)
Γ(𝛼)Γ(𝛽) 𝑥

𝛼−1 (1 − 𝑥)𝛽−1

to the empirical distribution of

|B𝑒+
𝑖

|
|E𝑒+

𝑖
| ∈ [0, 1] of all users

𝑢 ∈ U𝑒 s.t. |E𝑒+
𝑖

| ≥ 5.

(2) Then, for each user 𝑢 ∈ U𝑒 , we use the beta prior com-

puted in the previous step and do Bayesian updates to this

distribution with each subsequent joins. That is, we treat

each “follow” event as a Bernoulli random variable whose

parameter is sampled from this prior. A “follow” is labeled

a success if it is to a target in B, and fail otherwise. Note

that, as Beta is conjugate to the binomial distribution, the

resulting posterior is also a beta distribution.

(3) We treat the mean of the posterior beta distribution as the

point estimate of

|B𝑒+
𝑖

|
|E𝑒+

𝑖
| for each user. Using (4), we average

across these point estimates to obtain 𝑠F3𝑒 .

B SURVIVAL MODELING
We denote the survival function of r.v. 𝑋𝑒 , for 𝑡 ≥ 0, as:

𝑆𝑋𝑒
(𝑡) ≡ P(𝑋𝑒 ≥ 𝑡) =

∫ ∞
𝑡

𝑓𝑋𝑒
(𝑠)𝑑𝑠, (12)

and the hazard function of 𝑋𝑒 , for 𝑡 ≥ 0, as:

ℎ𝑋𝑒
(𝑡) ≡ lim

𝛿→0

1

𝛿
P (𝑋𝑒 ∈ [𝑡, 𝑡 + 𝛿]) |𝑋𝑒 ≥ 𝑡) = 𝑓𝑋𝑒 (𝑡 )

𝑆𝑋𝑒 (𝑡 )
, (13)

and the maximum likelihood function is:

L(𝝃 ) = ∏
𝑒∈E0

∏
𝑖∈U𝑒∩UB 𝑓𝑋𝑒

(𝜏𝑖𝑒 )
∏

𝑖∈U𝑒\UB 𝑆𝑋𝑒
(𝑇 − 𝑡𝑖𝑒 ) . (14)

The neural network used in DeepSurv model contains three fully

connected layers with ReLU activation function followed by batch

normalization [31] and a dropout layer [54]. The numbers of units

in each hidden layer are 250, 200, and 100. The dropout rate is 0.5,

and the neural network is trained with an Adam optimizer with

learning rate 0.01.

C JOINT PARAMETRIC SURVIVAL MODEL
C.1 Probability of Death via the “Independent

Clocks” Model
The probability of death assuming the independent clocks model is

the probability that at least one of the “clocks” by each 𝑒 encoun-

tered during observation period expires within the observation

interval. This is determined by the (product) survival function in

Thm. (5.5). In particular, it is given by

PD𝑖 = 1 − 𝑆𝑖 (𝑇 ), (15)

where 𝑆𝑖 (·) is given by Eq. (C.3).
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Figure 5: A scenario where studying entities in isolation may lead
to wrong conclusions. Studying 𝑒2 in isolation gives the impression
that 𝑒2 is also influential, as it is very likely to cause a target follow
(⊥): the survival probability is just 33%. However, both users that
eventually interact with the target (namely, 𝑛 − 1 and 𝑛 − 2) also
interact with 𝑒1. Taking into account that 𝑒1 is very likely to cause a
target interaction, joins by users 𝑛 − 2 and 𝑛 − 1 should be attributed
to 𝑒1, rather than 𝑒2, thereby “discrediting” the latter’s influence.
The joint parametric survival model accounts for this, but isolated
estimation does not.

C.2 Overestimation of Influence via Parametric
Survival Analysis

Under simple parametric survival analysis models, the influence of

an entity may be overestimated when it is followed at the same time

as another, highly influential entity. An example illustrating this

can be found in Fig. 5. Every user that follows entity 𝑒1 eventually

follows with the target, so 𝑒1 is highly influential towards target

interactions. On the other hand, out of the the three users that inter-

act with entity 𝑒2, two of them also interact with a target. Studying

𝑒2 in isolation gives the impression that 𝑒2 is also influential, as it is

very likely to cause a target follow: the survival probability is just

33%. However, both users that eventually interact with the target

(𝑛 − 1 and 𝑛 − 2) also interact with 𝑒1. Taking into account that 𝑒1
is very likely to cause a target interaction, joins by users 𝑛 − 2 and

𝑛 − 1 should be attributed to 𝑒1, rather than 𝑒2, thereby “discredit-

ing” the latter’s influence. Approaches that operate in isolation, like

frequentist scores, but also survival analysis parameter estimation

via (14), do not capture this, and would rank 𝑒2 highly.

The joint parametric survival model accounts for joint follows,

but isolated estimation does not. In particular, parameter estimation

in this setting couples the learning across entities and, contrary to

Eq. (14), MLE is no longer separable across parameters 𝝃 𝑒 , 𝑒 ∈ E0,

that need to be trained jointly (see also Appendix C.4). In turn,

this changes how entities in examples like the one shown in Fig. 5

are treated: entities that co-occur with highly influential (i.e., high-

hazard) entities contribute less to loss Eq. (14), and are therefore

not considered as important.

C.3 Proof of Thm. 5.5
Denote by

R≤𝑡
𝑖 ≡

{
𝑒𝑖𝑗 ∈ S𝑖 ∩ E0

s.t. 𝑡𝑖𝑗 <= 𝑡

}
, (16)

the trajectory of 𝑖 , excluding the interaction with the target entity,

up to and including time 𝑡 .

Independence implies that, when R≤𝑡
𝑖

≠ ∅:

P(𝜏𝑖 > 𝑡) =
∏

𝑒∈R≤𝑡
𝑖

P(𝑋𝑒 > 𝑡 − 𝑡𝑖𝑖𝑒 )
(12)

=
∏

𝑒∈R≤𝑡
𝑖

𝑆𝑒 (𝑡 − 𝑡𝑖𝑖𝑒 ).
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On the other hand, since the distribution of clock 𝑋𝑒 is continuous,

we have that P[𝑋𝑒 ∈ [𝑡, 𝑡 + 𝛿]] = 𝑓𝑋𝑒
(𝑡) · 𝛿 + 𝑜 (𝛿) and, hence,

P(𝜏𝑖 > 𝑡 + 𝛿) =
∏

𝑒∈R≤𝑡+𝛿
𝑖

𝑆𝑒 (𝑡 − 𝑡𝑖𝑗𝑒 + 𝛿)

=
∏

𝑒∈R≤𝑡+𝛿
𝑖

(
𝑆𝑒 (𝑡 − 𝑡𝑖𝑗𝑒 ) − 𝑓𝑋𝑒

(𝑡 − 𝑡𝑖𝑗𝑒 ) · 𝛿 + 𝑜 (𝛿)
)

Observe that, for 𝛿 > 0 small enough, we have that R≤𝑡+𝛿
𝑖

= R≤𝑡
𝑖

.

Thus, for small enough 𝛿 > 0,

P
(
𝜏𝑖 ∈ [𝑡, 𝑡 + 𝛿]

)
= P (𝜏𝑖 ≥ 𝑡) − P

(
𝜏𝑖 ≥ 𝑡 + 𝛿

)
=
∏

𝑒∈R≤𝑡
𝑖

𝑆𝑒 (𝑡 − 𝑡𝑖𝑗𝑒 ) −
∏

𝑒∈R≤𝑡
𝑖

(
𝑆𝑒 (𝑡 − 𝑡𝑖𝑗𝑒 ) − 𝑓𝑋𝑒

(𝑡 − 𝑡𝑖𝑗𝑒 ) · 𝛿 + 𝑜 (𝛿)
)

= 𝛿 ·
∑︁

𝑒∈R≤𝑡
𝑖

[
𝑓𝑋𝑒

(𝑡 − 𝑡𝑖𝑗𝑒 )
∏

𝑒′∈R≤𝑡
𝑖

𝑒′′≠𝑒

𝑆𝑒 (𝑡 − 𝑡𝑖
𝑗𝑒

′ )
]
+ 𝑜 (𝛿)

(13)

= 𝛿
∑︁

𝑒∈R≤𝑡
𝑖

ℎ𝑒 (𝑡 − 𝑡𝑖𝑗𝑒 )
∏

𝑒∈R≤𝑡
𝑖

𝑆𝑒 (𝑡 − 𝑡𝑖𝑗𝑒 ) + 𝑜 (𝛿) .

The theorem follows, as 𝑓𝜏𝑖 (𝑡) = lim𝛿→0
P
(
𝜏𝑖 ∈ [𝑡, 𝑡 + 𝛿]

)
/𝛿, and

the hazard is the ratio of the density and survival functions. In

particular, we get that 𝜏𝑖 has the following survival and hazard

functions: 𝑆𝑖 (𝑡) =
∏

𝑒∈R≤𝑡
𝑖

𝑆𝑒 (𝑡 − 𝑡𝑖
𝑗𝑒
), ℎ𝑖 (𝑡) =

∑
𝑒∈R≤𝑡

𝑖
ℎ𝑒 (𝑡 − 𝑡𝑖

𝑗𝑒
).

C.4 Joint Parameter Inference via MLE
In the joint parametric survival model, parameters 𝝃 can be esti-

mated again via maximum likelihood estimation. An immediate

consequence of Theorem 5.5 is that the negative log-likelihood loss

in our model has the following form:

LMLE (𝝃 ) = − log

( ∏
𝑖∉UB

P(𝜏𝑖 > 𝑇 ) ·
∏
𝑖∈UB

𝑓 (𝜏𝑖 )
)

(C.3)

= −
∑︁
𝑖∉UB

∑︁
𝑒∈R≤𝑇

𝑖

log(𝑆𝑒 (𝑇 − 𝑡𝑖𝑗𝑒 ))

−
∑︁

𝑖∈UB

(
logℎ𝑖 (𝜏𝑖 ) +

∑︁
𝑒∈R≤𝜏𝑖

𝑖

log 𝑆𝑒 (𝜏𝑖 − 𝑡𝑖𝑗𝑒 )
) (17)

where the aggregate hazard function ℎ𝑖 is given by Eq. (C.3). Com-

paring this to Eq. (14), we observe that they differ in the treatment

of hazards: the aggregate hazard rate ℎ𝑖 couples the optimization

across entities. Contrary to Eq. (14), Eq. (17) is not separable across
parameters 𝝃 𝑒 , 𝑒 ∈ E0. As a result, parameters 𝝃 𝑒 , 𝑒 ∈ E0 need to be

trained jointly. In turn, this changes how entities in examples like

the one shown in Fig. 5 are treated: the concavity of the log means

that entities that co-occur with highly influential (i.e., high-hazard)

entities contribute less to loss Eq. (17), and are therefore penalized.

D DATASET
Target Sets. The problematic content sets, termed H1 an H2, con-

tain Facebook Groups that have been deemed non-recommendable

[47] (see also Sec. 3). We also construct a benign set, BF, compris-

ing groups about breastfeeding using regular expression terms

to match names of groups containing words like “breastfeeding”,
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Figure 6: Histograms of trajectory lengths |S𝑖 | in the H1 and BF
datasets, respectively. Though the majority of trajectories have
length one, both datasets include trajectories of the order of tens of
entities per user, though the tail for BF decays faster. In contrast, H2
(not shown) contains no trajectory of length larger than 3 entities.

Label # Groups Avg # Users Avg # Users

|B| |U𝑏 | (Train) |U𝑏 | (Test)
H1 1334 265.34 98.74

H2 373300 1301.88 1314.23

BF 13102 217.84 269.21

Table 7: Target Set Overview

Target # Groups Avg # Users Avg. # Users

|E \ B| |U𝑒 | (Train) |U𝑒 | (Test)
H1 1000 2603.93 1729.43

H2 1000 1201.85 976.20

BF 1000 3125.68 2078.40

Table 8: Candidate Gateways Overview

“breast pump”, “elvie pump”, “willow pump”. We look at group mem-

berships over a 12-month period and report membership statistics

in Table 7.

Candidate Gateways. For each of the three target sets, we focus

on a 6-month observation period (from 2021-07-01 to 2021-12-31)

for training. We randomly select 1000 candidate gateway groups

with more than 100 new members during the 6-month observation

period. We require each candidate gateway group to have more

than 10 new members and more than 0.1% of new members joining

one of the target groups after joining the candidate gateway. For

each candidate gateway group, we monitor the trajectories of at

most 5000 new users to avoid computational overruns. Summary

statistics are provided in Table 8.

Test Set. The training set is used to compute our proposed gateway

scores for each candidate gateway entity. Our test set is constructed

over a separate 6-month observation period (from 2022-01-01 to

2022-07-01), immediately succeeding the training period. We mon-

itor the same 1000 candidate gateway groups in this period and

randomly select at most 5000 new users in each group. Then we

measure how well scores computed on the training set can predict

whether “follows” at a gateway also result to “follows” of a target

group in the test set (see section Performance Metrics below).
User and Group Features. We extract user and group features,

using PyTorch-BigGraph [41], a node embedding method which

embeds all Facebook users, Pages, Groups and topics into a single

latent space. This graph embedding is trained on interactions be-

tween entities including likes, comments, shares, reactions, and

group membership, restricted to the training set.
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