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ABSTRACT

In the field of high performance computing there is a grow-
ing need to process large, complex datasets. Many of these
applications are file-intensive workloads, performing a large
number of reads from and writes to a small number of files.
When executing these workloads on cluster-based systems,
performance cannot scale by simply increasing the number
of compute nodes. To effectively exploit parallel resources
we need to parallelize file I/O. The potential impact of ex-
ploiting parallel I/O grows as the gap between CPU and
disk speeds continues to increase.

While parallel I/O middleware systems (e.g., MPI I/0)
provide users with environments where large datasets can
be shared among multiple distributed processes, the perfor-
mance of file-intensive applications depends heavily on how
the data is accessed and where the data is physically located
on disk. I/O operations need to be parallelized both at the
application level (using middleware) and at the disk level
(using partitioning).

In this paper, we present a new profile-guided greedy par-
titioning algorithm to parallelize I/O access for file-intensive
applications run on cluster-based systems. We are using
MPI and MPI I/O to provide parallelization at the applica-
tion level. We utilize I/O profiling to capture relevant infor-
mation about the I/O stream. We then use these profiles to
guide file partitioning across multiple disks to significantly
improve I/O throughput.
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1. INTRODUCTION

In the field of high-performance parallel computing
we are seeing an increased focus on applications that are
both compute-bound and I/O-bound. This trend is espe-
cially evident when analyzing massive amounts of image or
sensor data. I/O-intensive applications fall into one of two
categories:

1. out-of-core applications, and
2. file-intensive applications.

Applications that work with large data sets that cannot
fit in main memory are called out-of-core applications. Due
to the limited size of main memory, data must be paged
between main memory and swap space on disk. A number
of techniques have been proposed to improve I/O bandwidth
for this class of applications [2, 8, 13, 25], as well as to reduce
the number of disk accesses [12].

File-intensive applications access file-based data frequently.
Their performance is limited by the large number of file op-
erations (e.g., file open, file read, file seek) that are inherent
to the application. One key attribute of file-intensive appli-
cations is that we can uniquely identify logical file addresses.
Out-of-core file access patterns are dependent on the oper-
ating system and the runtime system state. 1/O reference
patterns can differ significantly between two different execu-
tions of the same program. Since file I/O addresses typically
remain constant across different runs of a program *, we can
utilize profiling to tune file access in a distributed applica-
tion. We have also found that when the number of processes
changes or the size of the input data file changes, the pat-
tern of file accesses changes very predictably, so re-profiling
can be avoided.

In this work, we are focused on improving I/O perfor-
mance for file-intensive parallel applications. Many scien-
tific and visualization applications exhibit file-intensive ac-
cess properties. Our goal is to develop efficient I/O parti-
tioning algorithms that can increase parallelism in the I/O
subsystem.

1.1 Related Work

There has been a large amount of previous work fo-
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made at the disk device level and at the application level.
Disk manufacturers have provided us with faster disks (in
terms of rotational latency), smarter disk controllers (e.g.,
caching devices), and parallel device access (RAIDed disks).
Striping data across RAID devices has been shown to be
highly beneficial in improving disk throughput [4, 21]. These
advances provide for higher disk bandwidth and lower I/O
latency. The ideas presented in this paper are orthogonal to
these approaches. We attempt to increase the spatial local-
ity in a single I/O stream, while also reducing the contention
for a shared device.

There have also been disk prefetching strategies proposed
that reduce disk read latency. Prefetching predicts the fu-
ture reference stream, typically based on past reference be-
havior. Early compiler-based approaches include work by
Trivedi that proposed prepaging. Patterson et al. proposed
the Transparent Informed Prefetching and Caching (TIP)
system [22], that utilizes explicit hints inserted by the pro-
grammer to perform cost-effective prefetching.

Prefetching can also be implemented in the compiler, as
was done in the Profet system [3]. The main benefit of work-
ing at the compiler level is that no source code modifications
are needed, though changes may be needed to the operating
system to support this mechanism. Again, prefetching can
also be used in cooperation with our techniques to further
reduce I/O latency.

In [24], Reddy and Bannerjee studied five scientific appli-
cations taken from the PERFECT benchmark suite. They
found that most applications exhibited sequential file ac-
cess patterns. In [23], Bagrodia et al. used Pablo to in-
strument and characterize out-of-core scientific applications.
In [20], Nieuwejaar et al. performed a multi-platform char-
acterization study of file access patterns for parallel scientific
workloads as part of the CHARISMA project. 1/O access
patterns were captured on both Intel iPSC/860 and CM-
5 platforms. Understanding file access patterns is essential
when attempting to partition files. These previous studies
have helped guide our selection of workloads and develop
our partitioning heuristics.

There has also been significant work to provide parallelism
at the application level. Techniques such as data sieving [27]
and collective I/O [17] have been successful in improving
performance. Many parallel applications require access to
small, potentially non-contiguous, data chunks. Collective
I/0 merges multiple I/O accesses (both contiguous and non-
contiguous), generated by multiple processes, into a single
I/O function call. MPI I/O [26, 28], which is included as
part of the MPI-2 standard release, provides for collective
communication so that multiple MPI processes can access a
single MPI 1/0 file. We utilize MPI collective I/O (we will
refer to collective I/O as MPI 1/O in this paper) in the work
presented here. But when multiple processes have to access
a single shared file, severe 1/O bottlenecks can occur with
MPI 1/0.

In this paper, we present a methodology for physically
partitioning files on local disks in an attempt to remove the
bottleneck of access to a single file. We profile I/O execu-
tion of parallel applications that utilize MPI and MPI 1/0.
We have been able to obtain significant speedups with our
methodology, cutting application runtimes by 28-82%. The
rest of this paper is organized as follows. Section 2 will
describe our I/O partitioning algorithm. Section 3 will de-
scribe our evaluation environment. Section 4 will provide

a series of performance results that illustrate the power of
our algorithms. In Section 5 we discuss the implications
of these results, as well as issues related to other classes of
workloads, and in Section 6 we summarize the contributions
of the paper.

2. PROFILE-GUIDED I/O PARTITIONING

Next we describe our profiling methodology and our
partitioning algorithm.

2.1 Access Pattern Detection

The ultimate goal for parallel I/O is to increase par-
allelism by creating multiple, independent, I/O streams. In
order to effectively exploit the potential for I/O parallelism,
data must be partitioned and distributed across multiple
disks. To effectively partition files, we will first profile access
patterns produced by an application. Based on this profile,
we will generate a file partition for each I/O process. Ide-
ally, each I/O process should only need to access its own
file partition on a local disk and then there would be no
disk contention or communication overhead. Unfortunately,
multiple processes may need to read and write the same file
space, so proper partitioning must consider file consistency
issues.

Many characterization studies have targeted 1/O access
patterns [9, 11, 15, 20]. Workload patterns can be recog-
nized both statically (at compile time) or dynamically (at
run time). Madhyastha and Reed [15] suggested using learn-
ing algorithms to classify I/O access patterns at execution
time, guiding adaptive file system policies. Memik et al. [17]
designed a compiler technique to direct collective I/O by
matching read and write access patterns statically. Our ap-
proach is to profile the dynamic execution of an application
and then apply a greedy partitioning algorithm that both
partitions files, as well as improves spatial locality within
the partition. We have used profile-guided partitioning in
previous work to guide parallelization of MPI-based imag-
ing applications [14]. We have also used memory profiling
to study the characteristics of shared memory workloads [7].

To profile I/O accesses, we capture the following informa-
tion:

e process ID

e file handle

e address of the contiguous data chunk accessed
e chunk size

e access type (read/write)

e timestamp

A library function has been developed to capture this infor-
mation on every file operation. In the applications studied,
we experience a 30% slowdown on average when profiling is
enabled. We then use this profile to guide file partitioning
across multiple disks to achieve high I/O parallelism.

2.2 Profile-Guided Optimization

The I/0 file partitioning problem is an NP-hard prob-
lem. To produce the best partitioning, all possible partitions
would need to be explored. To produce an effective parti-
tioning of all files, we have developed a greedy algorithm.



Using our algorithm, for every contiguous data chunk we
identify which process accesses each chunk most frequently.
We then assign that data chunk to the file partition asso-
ciated with the particular process-ID. For data chunks that
are heavily accessed by multiple processes, we consider the
following criteria. If the chunk is read-only by multiple pro-
cesses, we can replicate the chunk in multiple file partitions.
If the chunk is written by multiple processes, we create a
shared file partition, and allow all processes to access this
partition. In the case where a chunk is first written by a sin-
gle process and later read by multiple processes, we let the
write process broadcast the updated data to those processes
that are going to read it later.

After we complete the assignment of chunks to partitions,
we then reorder the data chunks in a partition. The or-
dering of chunks in each partition is based on the earliest
timestamp recorded for each chunk (chunks may be accessed
many times, though we only consider the time of the first
access in this ordering). Figure 1 provides pseudocode for
our greedy partitioning algorithm. The complexity of this
algorithm is O(n? * p), where n is the number of chunks
accessed by the program and p is the number of partitions.

3. EXPERIMENTAL ENVIRONMENT

We have used MPI and MPI-2 to parallelize our ap-
plications. Next, we run each application on our Beowulf
Cluster, generating profile data. Then we apply our I/O
partitioning scheme and rerun.

The Beowulf Cluster used in this work has 32 nodes; each
node has a local 8.4 GB IDE disk and there are shared SCSI
RAID devices directly attached to four of the nodes. In
the performance numbers provided, for configurations of 4
and 8 nodes, we use a single RAID device hosted on an ad-
ditional node outside the configuration. For configurations
with more than 8 nodes, the RAID device is hosted by one of
the nodes contained in the configuration (i.e., a single node
serves as both a compute node and the I/O node for the
RAIDed SCSI traffic). All I/0 is directed to a single SCSI
RAID device.

Figure 2 shows a picture of our 32-node Beowulf Cluster
where we performed this work. Table 1 provides additional
details about the hardware. In the results presented, all
runs used standard nodes and one RAID-connected node.
The SMP node is not used in this study.

Table 2 provides raw bandwidth rates for a local access
to an IDE disk, a non-local access to the SCSI disk, and a
local access to a SCSI disk. Read/write rates are provided
for different chunk sizes. Non-local SCSI access assumes
that the I/O must communicate across the 100Mb switched
ethernet network to transfer data, as well as to read or write
to the SCSI disk.

4. EXPERIMENTS

Our target applications are parallelized scientific and
multimedia applications, and parallel I/O benchmarks that
require intensive disk accesses.

4.1 Parallel /O Workloads

We report on the speedup obtained from profile-guided
partitioning for five applications/benchmarks:

e The NPB2.4/BT benchmark is part of the NAS Par-
allel Benchmark (NPB) suite version 2.4. The suite

consists of 8 programs designed to evaluate the perfor-
mance of parallel supercomputers. The code is written
in fortran. The benchmarks are taken from computa-
tional fluid dynamics problems. The application that
we are using is the Block-Tridiagonal (BT), that is file
bound. The application is provided with different in-
put problem sizes (A-D); we are using size B, that dy-
namically generates a dataset (1.5 gigabytes) and then
reads it back. Each process periodically writes sequen-
tially, and this chunk is later read. Chunk sizes are a
function of the number of processes. This parallel ap-
plication needs to run on a number of processes that is
a square (i.e., 4, 9, 16, 25). Three parallel I/O schemes
are studied with this benchmark: parallel Unix I/0,
MPI I/O (source is provided in the benchmark source
for these two implementations) and partitioned I/O
(our own implementation).

The SPECseis96.1.2 benchmark is one of three appli-
cations in the SPEChpc96 benchmark suite. The code
is written in both fortran and C. The application is
performing seismic data processing. The code consists
of four phases. We only study the first two phases of
this benchmark. During phase 1, the program dynam-
ically generates a dataset (1.6 gigabytes) and during
phase 2 it reads the dataset back. Each process writes
96KB chunks, and each process then reads back 2KB
chunks. Three parallel 1/O schemes are studied with
this benchmark: parallel Unix I/O (provided in the
benchmark source), MPI I/O (our own implementa-
tion) and partitioned I/O (our own implementation).

The MPI-Tile-I/O benchmark is a synthetic bench-
mark that is part of the Parallel I/O Benchmarking
Consortium benchmark suite. The code is written in
C. The application implements tile access on a two-
dimensional dataset, with overlapped data between se-
quential tiles. The size of the tiles and the overlap can
be user defined. Each process writes 32KB, with 2KB
of overlap between consecutive chunks. Two parallel
I/O schemes are studied with this benchmark: MPI
I/O (provided in the benchmark source) and parti-
tioned I/O (our own implementation).

The Perf benchmark is a parallel I/O test program
provided with the MPICH standard distribution [19].
The code is written in C. Every process writes a 1 MB
chunk at a location determined by its rank, and then
reads it back later. The chunk size is user-defined.
There is no file overlap between chunks. Two parallel
I/O schemes are studied with this benchmark: MPI
I/O (provided in the benchmark source) and parti-
tioned I/O (our own implementation).

Mandelbrot is an image processing application that
generates a Mandelbrot image file. In this benchmark,
a Mandelbrot image data file (256 MB) is generated by
multiple processes and then read back for visualiza-
tion. The code is written in C. The code is compu-
tationally intensive, I/O intensive, and visualization
intensive. The size of each contiguous file access de-
pends on the number of processes. Two parallel I/O
schemes are studied with this benchmark: MPI I/O
(provided in the benchmark source) and partitioned
I/O (our own implementation).



Table 2:

Foreach I/0 process
Create a Partition;
Foreach contiguous data chunk
Total up the number of read accesses on a Process-ID basis;
Total up the number of write accesses on a Process-ID basis;
If the chunk is accessed by only one Process ID
Assign the chunk to the associated partition;
If the chunk is read (but never written) by multiple processes
Replicate the chunk in all partitions where read;
If the chunk is written by one partition, but later read by multiple partitions
Assign the chunk to all partitions where read
and broadcast the updates to all partitions on writes;

Else

Assign the chunk to a shared partition;
Foreach Partition
Sort chunks based on the earliest timestamp for each chunk;

Figure 1: Pseudocode for our greedy partitioning algorithm.

Number of nodes 32 - (27 standard nodes, 4 RAID device host nodes and 1 SMP node)

Processor Type

Intel Pentium II 350 (standard nodes and RAID nodes)
Intel Pentium II Xeon 450 (SMP nodes)

Memory

256MB SDRAM, PC100, ECC, (standard nodes and RAID nodes)
2GB (SMP node)

Disk adapters
IDE
SCSI

Onboard Intel PCI (PIIX4) dual ultra DMA/33
UltraWide SCSI

RAID device

Morstor TF200 with 6-9GB Seagate SCSI disks, 7200rpm,
QLogic 64-bit PCI-Fibre Channel Adapter

RAID level 5
RAID capacity 36GB usable, one hot spare
IDE disk IBM UltraATA, 8.4GB, 5400rpm
Parallel file system NFS 3
Network 10/100 Ethernet Cisco Catalyst 2924 Switch
NIC Intel 82558 10/100Mb

Table 1: Hardware specifics of the Beowulf Cluster used in this work.

| Disk/Operation [128 ] 512 | 1K | 2K | 4K [ 32K | 64K [ 128K | 512K [ 1MB |
IDE read 7.1]11.9[13.0[10.1][ 9.8 | 7.6 [ 8.5 | 8.2 [ 8.1 | 9.0
SCSI read non-local [0.4[ 1.1 [ 2.1 [ 3.9 | 5.6 | 7.0 | 7.5 [10.7| 9.9 | 8.9
SCSI read local 9.8[13.8[14.6 [16.7 | 16.4 | 19.5 | 16.1 [ 17.9 | 17.1 | 17.9
IDE write 26| 3.2 [37 |46 ] 4541 ]41]44]49]41
SCSI write non-local [ 0.2 0.6 [ 0.8 [ 1.7 [ 2.8 | 2.1 | 2.8 | 2.8 | 3.3 | 3.3
SCSI write local 4.6 8.2 [ 9.9 [12.5[11.6 [12.9 [11.2[10.0 | 11.3 | 12.1

Raw bandwidth rates in MBs per second for our Beowulf Cluster. IDE disks are locally connected;
bandwidth rates are provided for both non-locally connected SCSI disks and locally connected SCSI disks.
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Figure 2: The 32-node Joulian Beowulf Cluster. Complete information on the cluster can be found at
joulian.hpcl.neu.edu.

We evaluate a range of different implementations of these
applications. We utilize the MPICH 1.2.1-16 for MPI and
MPI I/O. We use the mpicc and mpif77 to compile the C
and fortran codes, respectively.

4.2 Experimental Results

Figures 3 and 4 present average read/write bandwidth

numbers for the NPB/BT benchmark. We measure the end- 200
to-end latency of each access and then aggregate these la- —
tencies to obtain an average bandwidth measurement. The
NPB/BT benchmark requires that the number of processes 160 I
be a square number. We compared parallel Unix I/O and 140
MPI 1/O with our partitioned I/O scheme. Unix file oper-
ations are generally slow and MPI I/O achieves significant
speedup in comparison. But MPI I/O can not scale on a
parallel system because performance is still bound by the
underlying disk subsystem. This fact is evident in all of
our results. Comparing partitioned I/O with MPI I/O for
NPB/BT, we achieve a speedup factor of up to 32.8X on 40 |
reads and 17.8X on writes, while also scaling throughput as 20 |
the size of our system increases.

Figures 5 and 6 show the read and write bandwidth for 0 - —
the SPECseis96.1.2 benchmark. Again, we measured the unix-1o MPHO Partitioned
performance of Unix I/O, MPI collective I/O, as well as our
partitioned I/O scheme. Compared with MPI I/O, the per-
formance of partitioned I/O improved by a factor as much Figure 3: NPB read bandwidth in MBs/second.
as 31.7X on reads and 3.7X on writes. This workload also
scales well when using partitioned I/O on a larger number
of nodes.

Figure 7 shows the read and write throughput for the
MPI-Tile I/O benchmark. The left two bars show the read
bandwidth and the right two bars show the write bandwidth.

The speedup of partitioned 1/O over MPI I/0O is 15.7X and
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5.1X for reads and writes, respectively. The reduction in
read bandwidth is due to the amount of overlap between
data chunks.

Figure 8 shows the read and write throughput for the Perf
benchmark. The left two bars in each graph show the read
bandwidth and the right two bars show the write bandwidth.
The speedup of partitioned I/O over MPI I/0O is 24.6X and
7.7X for reads and writes, respectively.

Figure 9 shows the read and write throughput for the
Mandelbrot workload. The figure shows both read and write
performance for both MPI I/O and partitioned I/O. The
speedup for reads is 37.8X and for writes is 20.7X.

Figure 10 shows the overall execution time for our five
applications as run on 24 nodes (25 for NPB-BT). We cap-
ture the runtimes for MPI I/O and partitioned I/O. Parti-
tioned I/O achieved a significant reduction for all the bench-
marks. The NPB/BT and SPEChpc are both computation-
intensive and 1/O-intensive applications. The MPI-Tile I/O
and Perf benchmarks only issue parallel I/O’s. The Man-
delbrot program is I/O and compute intensive, while also
performing a significant amount of visualization. The over-
all reduction in runtime of these five workloads are 47.2%,
31.6%, 82.6%, 81.2% and 27.8% for NPB-BT, SPEChpc,
MPI-Tile, Perf, and Mandelbrot, respectively.

5. DISCUSSION

In this paper, we have presented a profile-guided ap-
proach to achieve scalable I/O speedup. We have been able
to create multiple I/O channels, improve disk seek times
and decrease I/O latency. Our results demonstrate that our
scheme yields significant performance improvements for the
parallel applications we have studied.

For our profile-guided approach to be adopted, the tech-
nique needs to be resilient to changes between the input
training set and the runtime dataset. We have evaluated the
sensitivity to various changes in terms of the stored data val-
ues, the number of processes and the dataset sizes. We have
found that changes in data values have little effect on the
profile data, and so there is no need to re-profile an applica-
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tion when the input data set values are changed. When we
change the number of processes, the chunk size will change
predictably. For instance, in NPB2.4/BT benchmark, we
have made the following observations:

e file access patterns remain the same when data values
change; and

e data chunk sizes vary with the number of processes.

For example, when using 16 processes, each process accesses
chunks of 1040 bytes; when we move to 25 processes, the
chunk size decreases to 800 bytes. The chuck size decreases
by a factor governed by the square root of the number of pro-
cesses. While chunk sizes change with a changing number of
processes, the write and read access patterns are indepen-
dent of the number of processes.

We did experience some differences when we changed the
size of the file-based datasets. Through further analysis, we
found we could detect two different trends. When increasing
the size of the input dataset, either:

e the number of I/O increases, though the pattern of
I/0O’s remained the same, and the chunk size remains
the same (e.g., these patterns were observed in both
SPEChpc96 and Mandelbrot), or

e the size of each chunk increases, while the number of
I/O’s remains the same (e.g., in NPB2.4/BT, MPI-
Tile-10, and Perf).

To better understand which pattern is followed, we can ei-
ther inspect the application source, or we can re-profile for a
short sample. We will quickly see which pattern is followed,
and adjust our partitioning for the larger dataset accord-
ingly.

For other classes of the file intensive applications, such
as multimedia and database, file access patterns will dif-
fer from parallel scientific applications. This difference be-
gins to become apparent in our imaging application (Man-
delbrot), where we obtained the smallest overall speedup.
Multimedia applications tend to access fixed-content files
sequentially. Database applications typically access small
data chunks and the access patterns can be dependent on
the data values in the database. One issue that arises for
database applications is that the I/O latency time, instead
of the I/O throughput, becomes the dominant factor for ap-
plication performance. Since chunk sizes are typically much
smaller (on the order of 10-100 bytes), the benefits of parti-
tioning may not be as dramatic as were found in the scientific
applications studied.

Another direction for our work is to implement file parti-
tioning as a step in compilation. Since many I/O reference
patterns can be identified statically, we can exploit this in-
formation during compilation. This approach mimics back-
end compiler optimizations that have been proposed to im-
prove the layout of static [10, 16] and dynamic data struc-
tures [5] to better utilize multi-level memory hierarchies.

While we have focused on file-intensive applications, if we
begin to process larger file inputs, we will begin to see that
these applications are also memory bound (i.e., out-of-core).
Larger files will pose new challenges for us, trying to manage
the allocation of disk bandwidth between file access traf-
fic and swap traffic. We are considering how to combine
compile-time out-of-core techniques [1, 18] with compile-
time file partitioning, all in one compiler framework. We

have already begun to study some out-of-core sorting and
permutation codes that are also file-I/O intensive [6].
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7. SUMMARY

To achieve scalable I/O performance of parallel appli-
cations, it is important to parallelize I/O streams at both
the application and file levels. In this paper, we present a
new approach to parallelize I/O accesses by generating I/O
profiles. We then use these profiles to determine how best
to partition the data across multiple disks to achieve high
I/0 parallelism. For the applications we have studied, par-
titioned I/O reduced overall execution time by as much as
82% compared with MPI collective I/0.

In future work we are extending our set of workloads to
consider both multimedia and database file-intensive appli-
cations. We are also considering how best to estimate file
access characteristics at compile time, removing the need to
obtain profile runs of the program.
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