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ABSTRACT | The electromagnetic spectrum plays a fundamental role in the development of the digital society. It enables wireless communications (either between humans or machines) and sensing (for example, for Earth exploration, radio astronomy, imaging, and radars). While each of these uses benefits from a larger bandwidth, the spectrum is a finite resource. This introduces competing interests among the different stakeholders of the spectrum, which have led—so far—to rigid policies and spectrum allocations. Recently, the spectrum crunch in the sub-6-GHz bands has prompted communication technologies to move to higher carrier frequencies, where future sixth-generation (6G) wireless networks can exploit theoretically very large bandwidths. However, the spectrum above 100 GHz features several narrow, yet numerous subbands that are exclusively allocated for passive sensing applications, e.g., for climate and weather monitoring. This prevents the allocation of large contiguous bands to active users of the spectrum, either being communications (which need tens of gigahertz of bandwidth to target terabit-per-second links) or radars. This article explores how spectrum policy and spectrum technologies can evolve to enable sharing among different stakeholders in the above 100-GHz spectrum, without introducing harmful interference or disrupting either security applications or fundamental science exploration. This portion of the spectrum presents new challenges and opportunities for the design of spectrum sharing schemes, including higher spreading and absorption losses, extremely directional antenna technologies, and ultrahigh data-rate communications, among others. This article provides a tutorial on current regulations above 100 GHz and highlights how sharing is central to allowing each stakeholder to make the most out of this spectrum. It then defines—through detailed simulations based on standard International Telecommunications Union (ITU) channel and antenna models—scenarios in which active users may introduce harmful interference to passive sensing. Based on this evaluation, it reviews a number of promising techniques that can enable active/passive sharing above 100 GHz. The critical review and tutorial on policy and technologies of this article have the potential to kickstart future research and regulations that promote safe coexistence between active and passive users above 100 GHz, further benefiting the development of digital technologies and scientific exploration.
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I. INTRODUCTION

The digital society of the next decade will increasingly rely on services provided by a fundamental, invisible, yet scarce resource, i.e., the electromagnetic spectrum. The wireless spectrum enables a diverse set of applications, from high-speed communications [1] to imaging [2], remote sensing [3], Earth and space exploration [4], and radio astronomy [5]. The radio frequency (RF) technologies, either communications or sensing, generally benefit from using a larger bandwidth, with a proportional improvement to the capacity and/or the sensing resolution [6, 7]. The finite nature of the spectrum,
However, translates into limited availability of resources for each use case, prompting researchers to expand into new, unexplored portions of the spectrum, and to investigate sharing mechanisms. Notably, the crowded spectrum in the traditional sub-6 gigahertz (GHz) band has led fifth-generation (5G) networks, radars, and sensing systems to use the lower millimeter-wave (mmWave) band. For example, 3rd Generation Partnership Project (3GPP) NR, a 5G technology, is expected to use carrier frequencies as high as 71 GHz [8], while radars generally operate in multi-GHz bands around 60 and 77 GHz [9]. Similarly, policies and technologies have evolved to accommodate shared uses of the spectrum [10].

As the design and engineering of antennas and RF circuitry for high-frequency transceivers and sensors have improved, the spectrum above 100 GHz has entered the spotlight as an enabler of sixth-generation (6G) communications technologies, on the one side [11], and more advanced sensing solutions, on the other [12]. This portion of the spectrum includes large chunks of unused bandwidth, which both sensing and communications can benefit from.

Notably, certain sensing techniques integrate a large number of observations over time and frequency. As per the central limit theorem, the accuracy of the measurement is proportional to the square root of the number of observations [5]. Given a certain noise level target, a larger bandwidth allows measurements to be collected in a shorter time period, which is particularly beneficial in the case of dynamic sources or measurement setups. Similarly, radars can provide more precise tracking with a larger bandwidth [13]. In addition, the spectrum above 100 GHz features specific subbands of interest to the scientific community because of molecular transitions [4], [14]. Finally, larger bandwidth enables higher data rates for communications, with tens of GHz needed to target the terabit-per-second (Tb/s) data rate goal of future 6G networks [15], [16], as we discuss later in this article.

The need for ultrahigh data rates is also shared by the scientific community to overcome limitations introduced by low-capacity telemetry links between sensing satellites in space and ground stations [17].

A. Sharing the Spectrum in the 21st Century

As a consequence, both sensing and communications communities have a stake in the spectrum above 100 GHz, either because of the availability of large chunks of untapped bandwidth or because of specific frequencies of interest. The different communities, however, often express different needs with respect to how the spectrum should be used. For example, even modest levels of radio frequency interference (RFI) can strongly affect the performance of most classes of passive sensing systems [19], while communications or other sensing techniques (e.g., some radars) need active transmissions. This has led national and international spectrum regulation entities to define a rigid allocation scheme in the spectrum above 100 GHz, with a set of narrow, yet numerous subbands exclusively dedicated to passive sensing (i.e., for science and space exploration) [18]. While the total bandwidth reserved for passive users is rather small (i.e., 33.35 GHz between 100 and 275 GHz), the positioning of these subbands in the overall spectrum prevents the allocation of large chunks of contiguous bandwidth for active usage. As highlighted in Fig. 1, the largest contiguous chunk allocated to active users between 100 and 275 GHz has
a bandwidth of 32.5 GHz (between 116 and 148.5 GHz). However, in this band, only 12.25 GHz (noncontiguous) are allocated to fixed and mobile communications (i.e., 122.25–123, 130–134, and 141–148.5 GHz), and the remaining 19.5 GHz are earmarked for active sensing techniques, radionavigation, and radio-location. For communications, this is less than the bandwidth that is typically needed to achieve the 1-Tb/s target rate of future 6G networks. Similarly, the needs of the sensing community have evolved since when the current regulatory approach was established. At that time, the electronics for sensing systems were severely limited in terms of the bandwidth that they could handle, and millimeter-band astronomy facilities were not sensitive enough to see molecular features at large distances, where the expansion of the universe changes their wavelengths substantially. All of these aspects of the situation have now changed so that the current approach of protecting narrowbands everywhere all the time is no longer as valuable as protecting broader bands at specific places and times.

Therefore, a dynamic and shared use of the spectrum above 100 GHz will simultaneously enable next-generation sensing and communication technologies. Spectrum sharing has proven a successful enabler of advanced spectrum usage in the sub-6-GHz and lower mmWaves bands. A notable example is that of the Citizen Broadband Radio Service (CBRS) band, i.e., 150 MHz between 3.55 and 3.7 GHz, which have been repurposed for shared usage between sensing systems (e.g., U.S. Navy radars), critical communications (to and from aircrafts), and commercial users [20], [21]. According to the recent regulations for CBRS, secondary users (generally, commercial ones) need to preempt spectrum usage and effectively avoid RFI to the primary users. This shows that it is possible to go beyond a strict resource partitioning scheme with exclusive spectrum access, with a mutually beneficial outcome, i.e., more bandwidth can be dynamically allocated to different services according to need. Along this line, a National Research Council report [22] shows that—with proper coordination—a constellation of 30 sensing satellites and active users on the ground can share the same bands with active transmissions for 99.7% of the time and without any interference to the passive sensing system. The ITU has also advanced a resolution at the World Radio Conference (WRC) in 2000 to promote sharing of the passive bands above 71 GHz, as long as sharing does not expose passive systems to interference levels beyond those standardized by ITU [23], [24], [25], [26].

The characteristics of devices and propagation in the above 100 GHz introduce new opportunities and challenges with respect to spectrum sharing approaches in the sub-6-GHz band [27], considering approaches that are based on device design, the signal processing at the physical layer, and coordination at the medium access control (MAC) and above. The higher spreading and absorption losses above 100 GHz [11], together with directional transceiver architectures [28], allow for increased spatial reuse and coexistence. Similarly, a larger bandwidth can shorten the observation time for sensing and the transmission time for communications, thus potentially enabling more refined and flexible time-sharing strategies. At the same time, however, the device and RF circuit design is made more challenging by the high carrier frequency and large-bandwidth processing requirements. This complicates the design of precise transmit and receive frequency masks, leading to out-of-band emission issues. In addition, the extreme directionality required to close the link in this portion of the spectrum introduces a deafness problem, which complicates the design of sensing- and beaconing-based sharing even when compared to mmWave frequencies.

B. Contributions and Article Structure

The implementation of spectrum sharing techniques, therefore, requires a concerted effort involving the different stakeholders of the spectrum above 100 GHz and innovations in both spectrum policy and engineering. This article represents a critical step to make this portion of the spectrum ready for the technologies that will use it in the future, replacing a set of regulations that date back to the 1930s [29], [30].

This article provides policy and technological guidance on how sharing can be effectively implemented for the benefit of all the stakeholders in the spectrum above 100 GHz, enabling the digital revolution of the next decade. Notably, it is the first paper that does the following.

1) It describes the needs of the stakeholders in the spectrum above 100 GHz, detailing—with numerical examples—why both sensing and communications can benefit from access to large, contiguous chunks of bandwidth in this portion of the spectrum.

2) It provides a detailed description of the current spectrum regulations in this band, highlighting possible policy roadblocks that prevent dynamic spectrum sharing between different stakeholders.

3) It adopts a physics-based approach to model the interference between active systems and passive users, to understand which scenarios and operating regimes are subject to RFI in the spectrum above 100 GHz. The modeling will consider realistic settings and conditions, i.e., high-sensitivity receivers for the sensing systems and directional antenna arrays in the communication systems, and will be based on ITU channel models and antenna patterns. Our analysis highlights that, while the high path loss and directional antennas can help reduce RFI in some scenarios, there are configurations (e.g., for high satellite elevation angles) where RFI from terrestrial communications links exceeds the harmful RFI thresholds for passive services set by the ITU.

4) It analyzes technological enablers of spectrum sharing in the spectrum above 100 GHz, considering established techniques (e.g., signal processing for
RFI mitigation), specific solutions at higher frequencies (e.g., metasurfaces and extremely directional arrays), and research directions and challenges toward spectrum sharing above 100 GHz. We review full-stack solutions, i.e., hardware-based RFI mitigation (innovative antenna design, antenna arrays, and frequency-selective surfaces (FSSs)), signal processing, and communications and networking design.

5) It discusses how spectrum regulations and technologies can evolve to accommodate more shared spectrum, proposing future directions for technology and policy development, experimentation, and commercialization of sensing and communications solutions above 100 GHz.

The remainder of this article is organized as follows (see Fig. 2). Section II describes why the spectrum above 100 GHz is of interest for both the sensing and communication communities, and why more bandwidth is generally useful for both. Section III outlines the current regulations that prevent a flexible use of the spectrum above 100 GHz, while Section IV presents numerical results on the interference that can arise in different scenarios. Based on this analysis, Section V introduces and reviews possible spectrum sharing techniques and related research challenges. Finally, Section VI concludes this article with a discussion on what is required to enable spectrum sharing above 100 GHz.

II. STAKEHOLDERS IN THE SPECTRUM ABOVE 100 GHz

As shown in Fig. 3, the spectrum above 100 GHz is an attractive resource for a diverse set of stakeholders. In the following, we will discuss why each user of the spectrum is interested in using a large bandwidth, focusing specifically on the spectrum above 100 GHz and providing a quantitative assessment when relevant.

A. Sensing

Sensing applications that require access to spectrum consist of three broad categories: radar systems, passive Earth-observing systems, and astronomy systems. Broadband (or continuum) and narrowband applications are both important in the Earth-observing and astronomical contexts.

The narrowband work focuses on the detection of specific molecules. Key molecules for atmospheric science include molecular oxygen (at 60 GHz) and water vapor (at 183 GHz). For astronomy, the most important molecule has traditionally been carbon monoxide (CO) (at 115, 230, and 346 GHz), which is the most abundant asymmetric molecule and, hence, the strongest emission feature from regions with dense gas.

Broad bandwidths can be desirable for molecular line astronomy. This is because of Doppler motions and general relativistic effects due to the expansion of the universe, which can have a significant impact by moving the sensing target out of typical narrowbands. With facilities that exist or are planned for the near future, the strongest molecular features may be detectable up to distances sufficiently close to the edge of the observable universe. In this case, their wavelengths may be a factor of about 4 larger as we observe them than the wavelengths of the same molecular transitions as measured in a laboratory. This makes the case for broadband access to the spectrum for radio astronomy sensing. In addition, the increasing sensing capabilities of modern scientific facilities have allowed observers in recent years to measure phenomena related to a much larger number of rare molecules, which span the whole electromagnetic spectrum. In general, projects that involve the characterization of the emission of a single known molecule can usually do well with narrowband observations, while projects that involve searches for new molecules typically need broadband access to the spectrum, even if the features to be observed are narrow ones.

Typical spectral widths of the features vary by application. Atmospheric features are susceptible to pressure...
broadening (i.e., the intrinsic energies of the transitions in one molecule can be affected by forces exerted from other molecules) and, sometimes, Zeeman broadening (i.e., they are broadened by forces from the Earth's magnetic field affecting the energy levels within molecules). In addition, some atmospheric molecular features come in bands with many adjacent transitions. The oxygen absorption band, for example, consists of a large set of absorption features, pressure broadened to create a smooth feature from about 50–70 GHz, and the water vapor band at 183 GHz also spans a fairly broad range, dominating atmospheric opacity from about 165 to 200 GHz [31]. Astronomical narrowband features typically have widths no more than those of the Doppler shifts associated with the orbital speeds of galaxies. These are typically ≈200–400 km/s, giving fractional widths of about 1/1000, or a few hundred MHz. There are, however, also often isotopic features adjacent to the primary molecular feature that astronomers wish to observe simultaneously with the primary feature. These have fractional separations about the same as the fractional mass difference between the dominant and rarer isotopes, so they are typically shifted by about 5% from the main feature for the light molecules that are most abundant (e.g., in addition to CO at 230 GHz, there are $^{12}$CO at 220 GHz and $^{13}$CO at 210 GHz).

Finally, broadband passive work also focuses on the detection of thermal and synchrotron emission. Band active sensing work largely involves the use of the millimeter band to do the same kind of work as lower frequency radars, taking advantage of the short wavelength at these frequencies to perform finer imaging. Broadband passive systems generally study phenomena with emission across the entire millimeter band, so the restrictions of sensing applications arise from the limitations on the receivers, and the electronics and computational processing systems. Currently, these generally impose 20% fractional bandwidths on the receivers and 8–50-GHz total bandwidth from the electronics. Nonetheless, technological improvements have consistently pushed these limits over the past few decades, and there are no indications that such progress is slowing down. The spectrum above 100 GHz is also used for some very short-range imaging applications (e.g., medical imaging and security scanners).

In the following, we will discuss in detail the use cases for narrowband and continuum sensing.

1) Narrowband Applications: The narrowband applications are largely driven by a particular set of frequencies for specific rotational transitions of molecules, largely within the 10–500-GHz range. Earth-sensing satellites and high-altitude airplanes can use these molecular features to map out quantities, such as the chemical composition of the atmosphere and cloud cover and humidity, among others [32], [33], [34]. Such measurements are important for both meteorology and climate science.

For astronomical objects, molecular features can provide information not just about chemical compositions but also temperatures and densities of regions in space. Temperatures are largely probed by the fraction of a single compound’s molecules in different excited states, while densities and chemical compositions can then be inferred from the relative abundances of different molecules. In recent years, improvements in the sensitivity of astronomical facilities in the 10–500-GHz band have made it possible for astronomers to detect a wide range of new molecules [35]. The newest facilities can also detect molecules with the brightest features at distances where the expansion of the universe introduces large cosmological redshifts [36]; these large cosmological redshifts can also move important molecular transitions out of protected bands into unallocated frequency ranges. Both of these developments mean that even the portion of the passive sensing community working with narrow spectral features has applications that span the full spectrum.

2) Broadband (or Continuum) Sensing: There is considerable interest in moving automotive and other radar systems above 100 GHz although this work is still in relatively early stages of development [37], [38], as the larger bandwidth and shorter wavelength lead to better range, angular, and velocity resolutions. The range resolution $\Delta R$ of radar based on pulse compression depends on the bandwidth of the transmitted pulse, i.e.,

$$\Delta R = \frac{c}{2B}$$

where $c$ is the speed of light and $B$ is the bandwidth. The angular resolution depends on the antenna beamwidth, which is related to the electrical length and corresponding directivity of the antenna. The velocity resolution depends on the Doppler spectrum that is also related to the wavelength of the transmitted signal. Moreover, in some cases, the propagation challenges of working in the above 100-GHz band are a positive feature; a higher density of automotive radar systems can be tolerated if propagation losses keep the systems from interfering with one another over large distances.

Broadly speaking, however, the continuum work presently done in this band is radio astronomy. Continuum work in radio astronomy is usually done to look at cool thermal emitters, such as: 1) interstellar dust; 2) the disks around young stellar objects, in which planets form (which typically have temperatures of a few hundred Kelvin); or 3) the cosmic microwave background (which has a temperature of 2.7 K). It can also be used to look at sources of synchrotron emission at high frequencies. The highest angular resolution images that can be made by astronomers come from millimeter-band very long baseline interferometry, work done at 230 GHz [39]. At longer

---

Footnote: Synchrotron emission is the relativistic version of cyclotron emission and is produced when electrons with speeds very close to the speed of light produce radiation as they are accelerated by magnetic fields.
wavelengths, the angular resolution is insufficient to measure black hole shadows without space-based antennas (which currently lack the sensitivity to do so). At infrared bands, interferometry has only been possible with direct interference of signals from physically connected telescopes, limiting baselines to a few hundred meters. The millimeter band is the shortest wavelength on which data can be recorded and global baselines can be achieved. This capability allowed—for example—the measurement of the size of the shadow of a black hole event horizon in the galaxy M87 [39]. In most cases of continuum imaging, the largest possible bandwidth is desired in order to detect faint signals, but, for sufficiently bright sources, with sufficiently large bandwidths, the spectral shape of a source can be measured with a single observation at a single band.

The sensitivity of a radiometer is derived from the radiometer equation

$$\Delta T = \frac{T_{\text{sys}}}{\sqrt{B\tau}}$$

where $\Delta T$ is the residual (root-mean-square) uncertainty in a noise temperature measurement, $T_{\text{sys}}$ is the noise temperature of the system being measured, and $B\tau$ is the product between bandwidth $B$ and time $\tau$ of observation [40]. The signal-to-noise of a source is then derived from the ratio of the source brightness temperature, $T_{\text{source}}$, and $\Delta T$. Notably, $T_{\text{source}} = (A_{\text{e}}/2k_B)S_{\nu}$, where $A_{\text{e}}$ is the effective area of the system, $k_B$ is Boltzmann’s constant, and $S_{\nu}$ is the flux density of the source per angular resolution element.

Radio astronomy requires ultralow noise levels. Reaching these in short exposure times is always desirable, as, at a minimum, it enables a larger number of observations to be done. In addition, in some cases, strong source variability is the goal of the measurement itself [41], with the consequence that the measurement must be completed quickly in order to make reliable aperture synthesis images [39]. Increases in sensitivity in a given exposure time can be achieved either by increasing the bandwidth available or by increasing the effective area of the system. Bandwidth increases are generally preferred because electronics upgrades are usually much less expensive than adding antennas or increasing the sizes of the antennas used. Available bandwidth currently varies among the different telescopes. The receiver bands are generally limited to about 20% of the central frequency. At the present time, millimeter-band interferometers typically use about 8 GHz, with the specific frequencies chosen based on the science case for the user.2 However, for the Atacama large millimeter array, planning is already underway to upgrade the correlators to allow at least a factor of 2 increase in bandwidth [42]. Single-dish radio telescopes have larger bandwidths; for example, the TolTEC instrument for the large millimeter telescope planned to reach about 60 GHz of bandwidth.4 The present regulatory framework was established in an era long before the current tens of GHz of bandwidth systems were practical.

Currently, a rather limited number of radio astronomy facilities engage in sensing above 100 GHz. All such facilities are in high-altitude, dry locations, generally several kilometers or more from settled locations; the requirement of detecting faint signals mandates choosing sites with minimal propagation losses. A substantially larger (albeit still small) number of telescopes work in the 90-GHz band, and the CLOUDSAT satellites of NASA have successfully avoided interfering with them for 15 years. It should be straightforward to continue to avoid interference with ground-based scientific users.

B. Communications

Several early papers on 6G communication technologies have highlighted how the spectrum above 100 GHz could be a fundamental enabler of ultrahigh-capacity wireless networks [16], [27], [43]. Results and demonstration of the feasibility of communicating in the (sub)terahertz bands have also been shown in several works, for example, as in [44]. The main challenges for communications in this portion of the spectrum are associated with: 1) the sensitivity to blockage and the high propagation loss [11], which can be offset, however, using directional antennas; 2) the presence of frequency-selective fading in specific bands, which increases with the humidity; and 3) the engineering and manufacturing of embedded RF circuitry that can operate at such high frequencies [45]. Additional challenges are related to the interfacing with the higher layers of communications protocol stacks, such as neighbor and infrastructure discovery challenged by directional links, and processing data at ultrahigh rates [16].

Nonetheless, the need for Tb/s data rates in 6G networks makes a compelling use for the deployment of communication services in the spectrum above 100 GHz, with a vast available bandwidth. Indeed, the achievable data rates $R$ of a wireless link (with an ideal, frequency-flat channel) are proportional to the bandwidth $B$, scaled by the spatial reuse or diversity factor $K$ and the spectral efficiency $S_{\nu}$, and by a function $f(\cdot)$ of the link signal-to-interference plus noise ratio (SINR) $\Gamma$

$$R \propto K \cdot S_{\nu} \cdot B \cdot f(\Gamma)$$

where $f(\cdot)$ is a generic function expressing the relationship between SINR and achievable rate, and the different elements $K$, $S_{\nu}$, and $B$ in (3) highlight how next-generation communication technologies can improve on existing ones.
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1https://almascience.eso.org/about-alma/alma-basics
3http://toltec.astro.umass.edu
4http://toltec.astro.umass.edu
to increase the communication rates. Notably, higher spectral efficiency can be achieved through more spectrally efficient modulations, e.g., orthogonal frequency-division multiplexing (OFDM) and its variants [46], [47], [48], combined with high order quadrature amplitude modulation (QAM) (with 1024-QAM and even above). This is represented in (3) by the scaling factor \( S = \log_2(M) \), with \( M \) being the modulation order. Spatial reuse and diversity can be achieved using multiple-input–multiple-output (MIMO) techniques, which allow multiple data streams to be transmitted over the same time and frequency resources. This is represented in (3) by the scaling factor \( K \), which we model as the number of MIMO streams, proportional to the rank of the channel matrix. A recent MIMO evolution, i.e., massive MIMO [49], has been shown to improve the SINR term as well, by exploiting the much larger number of antennas at the transmitter as compared to the receiver. The idea of ultramassive MIMO (UM-MIMO) [50] extends this even further, by packing thousands of antenna elements in small, portable arrays. Small cells and ultradense networks also help increase the spatial reuse factor \( K \), sometimes at the cost of increased interference that penalizes the term \( \Gamma \). Similarly, increasing the communication bandwidth \( B \) allows for a linear increase in the product outside function \( f(\cdot) \), but, at the same time, the noise term of the SINR \( \Gamma \) increases proportionally to \( B \).

The data rate increase for 6G networks will be given by a combination of the elements above. Nonetheless, the bandwidth plays a key role, as we show in Fig. 4. Each bar in the figure represents the EIRP required to achieve a data rate of \( R_t = 1 \) Tbit/s, which is expected to be one of the defining key performance indicators (KPIs) of 6G networks [15], [51] for a number of applications, including backhaul [51], [52], [53], immersive, holograph-based virtual reality [54], data offloading in vehicular networks [55], and mobile hotspot scenarios [51]. Notably, the bandwidth is computed as the ratio between the target rate \( R_t \) and the efficiency \( \eta \) of the MIMO and modulation order in use, i.e., \( \eta = \frac{K S}{\alpha} \), with \( K \) being the number of MIMO streams, \( S \) the bit per symbol rate of a certain modulation order, and \( \alpha = 1 \) for single-sided waveforms, 2 otherwise. Fig. 4(a) considers a configuration with massive MIMO capabilities and highlights how an extremely high number of MIMO channels, combined with a high modulation order, make it possible—in principle—to reach the data rate target with bandwidths that are comparable to those of current 5G systems. Designing and engineering a system with such capabilities, however, are not trivial. A large number of MIMO streams require a massive number of antennas, as well as diversity in the channel conditions, and this may not be always feasible, especially when considering point-to-point backhaul links or portable devices in the sub-6-GHz spectrum.

Portable arrays with hundreds of antenna elements are instead feasible above 100 GHz, thanks to the small wavelength that translates into small antenna elements [50].

At such high frequencies, however, it becomes extremely complex to design multichannel and/or multiuser MIMO systems with a high number of channels. The state of the art of research on baseband design for such systems is represented by \( 4 \times 4 \) and \( 8 \times 8 \) MIMO systems [56], [57]. To this end, Fig. 4(b) considers a configuration with a more practical number of parallel MIMO streams (i.e., up to 8). In this case, even with an OFDM modulation with 1024-QAM per channel, more than 12.5 GHz of contiguous bandwidth is needed.

In addition, such constellations often require extremely good channel conditions and low noise (both in amplitude and phase). Therefore, more practical configurations are represented on the right part of Fig. 4(b), with 16-QAM, which further increases the requirement in terms of bandwidth (i.e., 31.25 GHz with 16-QAM and \( 8 \times 8 \) MIMO). Therefore, the need for ultrawide bandwidth makes the spectrum above 100 GHz a key enabler for future 6G communications.
III. CURRENT SPECTRUM REGULATIONS ABOVE 100 GHz

Enabling sharing of the spectrum above 100 GHz will require both technological progress and policy updates. This section reviews the development of spectrum policy for the bands between 100 and 275 GHz (as there are no formal ITU allocations above 275 GHz yet), highlighting the roadblocks and opportunities toward a sharing-conscious spectrum policy. Notably, we review and summarize international regulations and provide a historical perspective on how they have been developed, together with a discussion on how the characteristics of the spectrum above 100 GHz have led to different policies when compared to sub-6-GHz or lower mmWave spectrum.

A. International Telecommunications Union

At the international level, the spectrum is regulated by the ITU, a United Nations agency with 193 member states that develop the ITU Radio Regulations (RR), a treaty document generally binding on its signatories. While these rules do not require countries to use spectrum in certain ways, they prohibit them from causing “harmful interference” to spectrum uses of other countries that are fully consistent with the rules. While most regulations involve active transmitters for applications such as telecommunications, broadcasting, and radar/radiolocation, the ITU also recognizes and protects passive scientific uses of the spectrum. As discussed in Section II, these use cases involve only the reception of naturally occurring emissions in specific spectrum bands, for example, for radio astronomy and environmental monitoring. Notably, the spectrum above 100 GHz features several bands that are reserved for the passive community. Table 1 and Fig. 1 list the bands with primary or coprimary fixed and/or mobile allocations, without any coprimary passive allocation.

Ten passive-only bands were created in the 100–275-GHz spectrum, using the restriction in footnote 5.340 of the allocation table (also known as RR5.340) [18], previously used for lower frequency passive bands. The RR5.340 states that “all emissions are prohibited” in these bands, which cover 19% of the 100–275-GHz spectrum. Table 2 compares the amount of “prohibited” spectrum in the extremely high frequencies (EHF) band (30–300 GHz) with lower spectrum regions. While the amount of prohibited spectrum in ultrahigh frequencies (UHF) and super high frequencies (SHF) (below 30 GHz) is negligible, it covers 15% of the entire EHF region. In addition, the 15 protected bands in the EHF spectrum fragment the band allocations in ways unknown in lower regions. Finally, these passive allocations are denser in the 100-GHz region because molecular resonances that are of interest to astronomers and environmental scientists are more densely concentrated above 100 GHz than below [22].

WRC-2000 and succeeding conferences have defined 18 bands with coprimary passive allocations above 100 GHz. In some, passive allocations are coprimary with terrestrial fixed and mobile services and, in some others, only with other services, including intersatellite links. These coprimary bands cover 58% of the spectrum in this region. As a result, 77% of the spectrum in 100–275 GHz has either primary or coprimary passive allocations.

The ITU regulations define three basic types of passive services with such allocations that broadly classify the spectrum stakeholders described in Section II: RAS, EESS, and Space-Exploration Service (SES). The RAS is the oldest and involves Earth-based sensors looking at radio sources from sources far away from the Earth. In practice

<table>
<thead>
<tr>
<th>Band (GHz)</th>
<th>122.25–130</th>
<th>158.5–164</th>
<th>167–174.8</th>
<th>191.8–200</th>
<th>231.5–235</th>
<th>238–241</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth (GHz)</td>
<td>7.5</td>
<td>5.5</td>
<td>7.8</td>
<td>8.2</td>
<td>3.5</td>
<td>3</td>
</tr>
<tr>
<td>Primary allocation</td>
<td>Fixed-Satellite/Mobile-Satellite</td>
<td>Fixed/Mobile</td>
<td>Fixed/Mobile</td>
<td>Fixed/Mobile</td>
<td>Fixed/Mobile</td>
<td>Fixed/Mobile</td>
</tr>
</tbody>
</table>

Table 2 Prohibited Bands According to RR5.340 in Different Spectrum Regions

<table>
<thead>
<tr>
<th>Band</th>
<th>Frequency (GHz)</th>
<th>Number of RR5.340 Passive Blocks</th>
<th>Fraction of Band Passive</th>
</tr>
</thead>
<tbody>
<tr>
<td>UHF</td>
<td>0.3–3</td>
<td>2</td>
<td>1%</td>
</tr>
<tr>
<td>SHF</td>
<td>3–30</td>
<td>3</td>
<td>2%</td>
</tr>
<tr>
<td>EHF</td>
<td>30–300</td>
<td>15</td>
<td>15%</td>
</tr>
</tbody>
</table>
at frequencies above 100 GHz, atmospheric absorption of such signals is a major issue, so the best locations are high-altitude arid sites. In particular, Chile’s Atacama Desert is a major location for such observatories. There are few observatories in the spectrum in U.S. territory, and the only one near a U.S. urbanized area is the Arizona Radio Observatory at Kitt Peak about 80 km from Tucson, AZ, USA. Traditionally, RAS observatories have been protected from active users of the same bands by coordinating the siting and parameters of the transmitter within an established “coordination zone” [59]. National spectrum regulators establish zones around radio telescopes in which all transmitters need prior discussion with the radio telescope operators before they can be installed. The size of these coordination zones depends on both the frequencies being used at the radio telescope and the specific terrain around it. Indeed, RAS antennas point upward and, thus, can only receive power from terrestrial transmitters that are in or near a line of sight from the antenna; therefore, assessing transmitter locations, direction, and power levels in coordination areas is of utmost importance. Table 3 summarizes the allocations with RAS as the coprimary user for fixed/mobile users, which already potentially represent a first option for spectrum sharing with terrestrial active users. Finally, an emerging source of possible RFI for RAS antennas is represented by aerial vehicles, e.g., airplanes or unmanned aerial vehicles (UAVs), which maintain connectivity with the ground.

Differently from RAS systems, EESS antennas are on nongeostationary satellites at orbit heights of 400–800 km and point toward a large area on the Earth, although some limb sensing antennas point toward the horizon. EESS satellites make observations throughout their orbits, thus, could be affected by sidelobe or scattered power from terrestrial radio systems in their bands, and, thus, are the most difficult class of passive systems to protect, both from regulation and technological standpoints.

The unusual density of passive bands above 100 GHz fragments the available spectrum, forbidding or complicating the use of large contiguous bandwidths. These conditions currently hold in the 100–275-GHz band, as shown in Fig. 1.

Table 3

<table>
<thead>
<tr>
<th>Band (GHz)</th>
<th>102–109.5</th>
<th>111.8–114.5</th>
<th>141–148.5</th>
<th>151–155.5</th>
<th>155.5–158.5</th>
<th>209–226</th>
<th>252–265</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth (GHz)</td>
<td>7.5</td>
<td>2.45</td>
<td>7.5</td>
<td>4.5</td>
<td>Fixed/Mobile</td>
<td>3.5</td>
<td>3</td>
</tr>
<tr>
<td>Active co-primary allocation</td>
<td>RAS</td>
<td>RAS</td>
<td>RAS</td>
<td>RAS</td>
<td>Fixed/Mobile</td>
<td>RAS, EESS</td>
<td>RAS</td>
</tr>
<tr>
<td>Passive co-primary allocation</td>
<td>RAS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1) The largest bandwidth with a present fixed or mobile allocation but no coprimary passive allocation is 8.2 GHz (191.8–200 GHz).

2) The largest contiguous bandwidth possible for active use (but not necessarily fixed or mobile allocations) without overlapping an RR5.340 band is 32.5 GHz (116–148.5 GHz).

3) The largest bandwidth for active use without overlapping any band with a EESS allocation is 26.25 GHz (122.25–148.5 GHz).

Thus, the use of bandwidth greater than 26.25 GHz for active use will require sharing with a primary or coprimary passive service, motivating the development of technological solutions for active/passive spectrum sharing. To extend active uses to 32.5 GHz, active and passive users will need to share RR5.340 bands. Doing so will not only require technological innovations but also the development of new policies. An apt starting point for such policies would be research findings that indicate bands less likely to be subjected to interference and be ratified by ITU-R. The process involves placing the issue on an agenda at a WRC conference, followed by discussion and (in case) approval at the next WRC conference. It is worth noting that WRC conferences happen every four years, which reduces the speed of the overall process.

C. ITU-R Resolution 731 and Spectrum Sharing Policy

At WRC-2000, the U.S. and CEPT proposals also included a provision to study whether sharing of the allocated passive bands with active services was possible without harmful interference. In 2000, on the eve of the commercial introduction of 3G/Universal Mobile Telecommunications System (UMTS) cellular technology, such studies were complicated by the fact that there were few indications of what meaningful telecommunications applications above 100 GHz, or even what data rates would be required in the long term for either mobile links or the backhaul. Resolution 731 [26] was approved as a compromise between the suggested language of the U.S. and CEPT on spectrum sharing. It states that ITU-R should study possible sharing of the passive bands above 71 GHz with other spectrum uses, and such sharing must not expose the passive service to interference levels greater than those specified by ITU-R recommendations [23], [24], [25]. At WRC-19, Resolution 731 was then updated to add new provisions for above 275 GHz, but its provisions within the 71–275-GHz spectrum remained the same, except for updating references to other ITU-R documents.

Resolution 731 specifies explicit interference criteria for EESS [23] and RAS [24], [25]. In the case of EESS, the criteria given are a triplet of numbers for each protected band which specifies: 1) the reference bandwidth over which interference power should be measured; 2) the maximum permitted interference level; and 3) the percentage of the Earth’s surface area or time in which the permissible
interference level may be exceeded. These power levels are defined at the terminals of the receiving antenna in the satellite. They represent the total power received from the area of the Earth that is viewed by the antenna’s footprint, including its sidelobes. A separate ITU-R document [60] gives typical satellite parameters, such as orbit height and antenna characteristics, but does not presently cover every possible band (although an update is in progress [61]). The analysis of the available literature on EESS, however, does not exhaustively clarify if all passive satellites have interference vulnerability comparable to that specified in this document. It is also not clear whether there is public information available on all passive satellites entitled to interference protection and their parameters, including orbit parameters.

Finally, Resolution 731 also contains the following provision: “to the extent practicable, the burden of sharing among active and passive services should be equitably distributed among the services to which allocations are made” [26]. This implies that, when developing sharing strategies, both the active and passive users have an obligation to cooperate to increase the overall use of the spectrum while also achieving the user-specific objectives. Nonetheless, passive satellite systems do not have the same level of flexibility as active users. The design of satellites and scientific equipment is a multiyear effort, and careful planning needs to be factored into the engineering of the RF components. Once in orbit, there is little or no possibility to change operating parameters and adjust transceiver systems to react to new or unforeseen interfering signals.

As of today, most passive satellites orbiting are expensive units, with a mission lifetime spanning five to 15 years. It is also difficult to change parameters for satellites that are planned but not launched yet, even if consensus on the policy and sharing technologies is reached. So far, there has been no ITU-R discussion on the concept of “burden sharing” as introduced in Resolution 731 even though this holds long-term potential for improving spectrum sharing capability.

IV. INTERFERENCE ABOVE 100 GHz: LINK BUDGET ANALYSIS

As discussed in Section III, there exist some bands in which the active users are forbidden from emitting any RF signals. Herein, we present numerical results that highlight scenarios in which harmful interference arises, and deployments in which the same is rendered void. We first describe our modeling approach (see Section IV-A), based on ITU channel models, and then the results (see Sections IV-B and IV-C). Notably, we analyze terrestrial and aerial links as they represent typical communication and interference scenarios, e.g., with a backhaul link on the ground generating RFI toward a satellite.

A. System Model

We consider the system model shown in Fig. 5: a terrestrial link between two ground stations (e.g., a terrestrial backhaul link [16], [62]), potentially interfering with a satellite orbiting over the terrestrial deployment area. The ground stations are equipped with directional antennas and can use multiple digital modulations, bandwidths, and carrier frequencies, as shown in Table 4.

For the terrestrial link, the received power $P_{\text{rx,}\text{g}}(f,d)$ (in dB) can be expressed as a function of the distance $d$ and the carrier frequency $f$

$$P_{\text{rx,}\text{g}}(f,d) = P_{\text{tx,}\text{g}} - L(f,d) + G_{\text{g, tx, max}} + G_{\text{g, rx, max}}$$

where $P_{\text{tx,}\text{g}}$ is the transmit power of the ground transmitter, $L$ is the path loss for a terrestrial link, and $G$ is the antenna gain. We assume, without loss of generality, that the transmitter and receiver are aligned and experience the maximum antenna gain.

For the Earth–space link, the received power at the satellite, as a result of the interference from the ground station, can be expressed as (in dB)

$$P_{\text{rx,}\text{s}}(f,d,\theta,\theta_{\text{g}}) = P_{\text{tx,}\text{g}} - L(f,d) + G_{\text{g, tx}}(\theta - \theta_{\text{g}}) + G_{\text{sat}}(\theta - \theta_{\text{g}})$$

where $L$ is the path loss for an Earth–space link, $G$ is the antenna gain, $\theta_{\text{g}}$ is the tilt of the ground

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel model</td>
<td>Based on ITU-R [63]–[66]</td>
</tr>
<tr>
<td>Antenna gain model</td>
<td>Based on ITU-R [69]</td>
</tr>
<tr>
<td>$G_{\text{g, tx, max}}$</td>
<td>$40 \text{ dBi}$</td>
</tr>
<tr>
<td>$G_{\text{sat}}$</td>
<td>$(20, 40) \text{ dBi}$</td>
</tr>
<tr>
<td>$P_{\text{tx,}\text{g}}$</td>
<td>${18.6, 33.4} \text{ dBW}$ (see Section IV-C)</td>
</tr>
<tr>
<td>$f_{c}$</td>
<td>${150, 183, 230} \text{ GHz}$</td>
</tr>
<tr>
<td>Noise PSD</td>
<td>$N_{0} = -160 \text{ dBW}$</td>
</tr>
<tr>
<td>Modulation</td>
<td>16-QAM, 64-QAM, 256-QAM, 1024-QAM</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>Based on Fig. 4</td>
</tr>
</tbody>
</table>
transmitter antenna, and \( \theta \) is the elevation angle between the ground transmitter and the satellite, as shown in Fig. 5.

We model the terrestrial and Earth–space path loss using ITU path loss models [63], [64], [65], [66], which include the conventional free-space path losses or spreading losses and the molecular absorption losses. These models are generally considered for the development of ITU recommendations and show consistency with other methods (e.g., based on the HITRAN database [11]) in the frequency range of interest (even though they diverge at higher frequencies) [67]. The free-space attenuation \( L_{\text{spr}} \) is due to the expansion of the wave as it propagates through the space and is calculated (in dB) as [63]

\[
L_{\text{spr}}(f, d) = 92.45 + \log(fd) \tag{6}
\]

where \( f \) is the frequency of the signal in GHz and \( d \) is the propagation distance in km. For Earth–space slant paths, this distance is

\[
d = \sqrt{R^2 \sin^2 \theta + 2Rr + r^2 - R \sin \theta} \tag{7}
\]

where \( r \) is the satellite altitude, \( \theta \) is the elevation angle, and \( R \) is the Earth radius [68].

The molecular absorption losses are due to the interaction of the RF signal with air molecules. As mentioned in Section II-A, certain frequencies of interest result in greater resonance with specific molecules, leading to a frequency-dependent absorption loss. At frequencies above 100 GHz, the main contributor to absorption loss is water vapor [11]. Thus, the specific gaseous attenuation at height \( h \) is given by \( \gamma(h) = \gamma_o(h) + \gamma_w(h) \) (dB/km), where \( \gamma_o(h) \) and \( \gamma_w(h) \) are the specific attenuation due to dry air and water vapor, respectively [64]. Due to the inherent frequency-selective and medium-dependent nature of absorption losses, it is dependent both on the frequency of the RF signal and the characteristics of the medium through which the signal travels (such as temperature, pressure, humidity, and density). For different Earth–space slant paths, the signal traverses different atmospheric heights, which lead to different temperatures and pressures [65]. Taking into account these factors, the total absorption loss \( L_{\text{abs}} \) is then calculated as

\[
L_{\text{abs}} = \int_0^h \frac{\gamma(h)}{\sqrt{1 - \cos^2 \theta(h)}} dh \tag{8}
\]

where \( \gamma(h) \) is the specific gaseous attenuation at height \( h \) and \( \theta(h) \) is the local apparent elevation angle at height \( h \), which depends on the refractive index at that height [66]. Combining these, the total path loss is then

\[
L = L_{\text{spr}} + L_{\text{abs}}. \tag{9}
\]

The antenna gain model also follows ITU recommendations. Notably, we consider the model in [69] for above 70 GHz, which models the gain as a function of the off-axis angle \( \theta \), the carrier frequency \( f_c \), and the maximum gain \( G_{\text{max}} \) (in dB). The ITU model first computes the antenna diameter \( D \) as a function of \( G_{\text{max}} \)

\[
D \approx \lambda \cdot 10^ \frac{G_{\text{max}} - 7.7}{20} \tag{10}
\]

where \( \lambda = c/f_c \) is the wavelength. Then, it defines the first-lobe gain \( G_1 \) as

\[
G_1 = 2 + 15 \log_{10} \left( \frac{D}{\lambda} \right). \tag{11}
\]

In the case of \( D/\lambda > 100 \), the gain \( G \) as a function of the angle \( \theta \) is computed as

\[
G(\theta) = \begin{cases} 
G_{\text{max}} - 2.5 \cdot 10^{-3} \left( \frac{D}{\lambda} \right)^2, & 0 \leq \theta < \theta_m \\
G_1, & \theta_m \leq \theta < \theta_r \\
32 - 25 \log_{10}(\theta), & 120^\circ \leq \theta < 180^\circ \\
-20, & \theta \leq 120^\circ 
\end{cases} \tag{12}
\]

where

\[
\theta_r = 15.85 \left( \frac{D}{\lambda} \right)^{-0.6} \tag{13}
\]

and

\[
\theta_m = \frac{20D}{\lambda} \sqrt{G_{\text{max}} - G_1}. \tag{14}
\]

If \( D/\lambda \leq 100 \), instead, the gain is

\[
G(\theta) = \begin{cases} 
G_{\text{max}} - 2.5 \cdot 10^{-3} \left( \frac{D}{\lambda} \right)^2, & 0 \leq \theta < \theta_m \\
G_1, & \theta_m \leq \theta < 100 \frac{\lambda}{D} \\
52 - 10 \log_{10} \left( \frac{D}{\lambda} \right) - 25 \log_{10}(\theta), & 100 \frac{\lambda}{D} \leq \theta < 120^\circ \\
-10 \log_{10} \left( \frac{D}{\lambda} \right), & 120^\circ \leq \theta < 180^\circ. 
\end{cases} \tag{15}
\]

The signal-to-noise ratio (SNR) \( \Gamma = P_{\text{tx}}/(N_0B) \), \( i \in \{g, s\} \) is computed using a noise power spectral density (PSD) \( N_0 = -160 \text{ dBW} \). Here, we consider a noise model based on empirical measurements on the receivers in the TeraNova platform [70], where the electronic noise temperature of the system dominates the noise temperature.
due to molecular absorption, and the overall amplitude noise follows a Gaussian distribution. For $B$, we consider the bandwidth that is required to achieve a 1-Tb/s data rate with a certain modulation and coding scheme, as shown in Fig. 4(a) and (b) (see Section II). We then utilize the SNR to estimate the error rate probability for specific digital modulation and coding rates [71].

B. Path Loss Analysis

We first analyze the path loss for the terrestrial and Earth–space links.

1) Terrestrial Links: Fig. 6 shows the path loss at three different carrier frequencies for a link between two ground stations at different altitudes. The path loss curves have a typical L-shaped trend, as the spreading loss increases logarithmically with the distance (thus linearly with respect to the logarithmic plots in Fig. 6), while the absorption loss is linear with the distance (thus exponential in the plots of Fig. 6). This can be seen also by comparing the path loss at different altitudes. At higher altitudes, the atmosphere is less dense; the absorption loss reduces accordingly. As shown in Fig. 6, the path loss for $h = 10$ km maintains a logarithmic trend with the distance, while the L-shape is more evident for the path loss at $h = 0$ km. Finally, the path loss is similar for $f_c = 150$ GHz and $f_c = 230$ GHz, with the latter having a slightly higher spreading loss. Instead, when considering $f_c = 183$ GHz [see Fig. 6(b)], the impact of the absorption is dominant, as this frequency corresponds with a water vapor absorption peak. The path loss due to absorption is again reduced at higher altitudes due to a less dense atmosphere.

To further investigate the interplay between spreading and absorption loss, Fig. 7 reports the distances (in km) at which the absorption loss $L_{abs}$ becomes larger than the spreading loss $L_{spr}$, for different frequencies and altitudes of the link. These results indicate that—outside absorption peaks—the contribution of $L_{abs}$ is smaller than that of $L_{spr}$ even for tens of km, even for the dense atmosphere at $h = 0$ km, demystifying the claim that communications in the above 100-GHz band are limited by the absorption phenomena.

2) Earth–Space Slant Paths: The different compositions and densities of the Earth’s atmosphere at different altitudes have an impact on the path loss trend for Earth–space paths. Fig. 8 reports the path loss $L$ for three different frequencies, as a function of the satellite altitude and the elevation angle between the ground station and the satellite.
The curves exhibit a reverse L-shaped trend, especially for an elevation of 0°. This shows that there exist two regimes for path loss. Below a certain altitude threshold, which is at most 10 km for the elevation of 9° and $f_c = 183$ GHz, the path loss is affected by the combined spreading and absorption losses. This leads to a much higher path loss for $f_c = 183$ GHz [see Fig. 8(b)] than $f_c = 150$ and 230 GHz. Above this threshold, however, the less dense atmosphere leads to a reduced impact of the absorption loss $L_{abs}$, with the dominant contribution given by the spreading loss $L_{spr}$. This behavior is more evident for configurations with the satellite at a lower elevation, as the signal has to travel through a thicker portion of the Earth’s atmosphere. The higher path loss for lower elevation angles is key to reducing interference from ground stations to satellites, as we discuss in Section IV-C.

C. Link Budget and RFI Analysis

To identify a meaningful transmit power value for the ground station in the interference analysis, we analyze the link budget for a terrestrial link that supports a data rate of 1 Tb/s with a bit error rate (BER) smaller than $10^{-5}$. We consider the system model described in Section IV-A, with the parameters from Table 4, and the bandwidth for different modulations shown in Fig. 4(b).

Fig. 9 reports the transmit power $P_{tx,g}$ that satisfies the required constraints for $f_c = 183$ GHz and $f_c = 230$ GHz, and four different QAM modulation orders. Considering that the number of MIMO streams supported by the link depends on the diversity of the physical channel and not on the wireless link design itself, we compute the target $P_{tx,g}$ by considering the average of the transmit power required with two, four, or eight MIMO channels.

As expected, the impact of the higher absorption loss at 183 GHz translates into a higher required $P_{tx,g}$ than at 230 GHz, in particular for transmitter–receiver distances larger than 1 km. In addition, high-order modulations need a higher $P_{tx,g}$ than low-order modulations, with an average 14.46-dB gap between 16-QAM and 1024-QAM. This disparity exists in spite of the reduced bandwidth requirements with high-order modulations to achieve the target rate of 1 Tb/s.

In the following, without loss of generality, we consider two arbitrary reference values for $P_{tx,g}$, i.e., $P_{tx,g} = 18.6$ dBW, which enables a data rate of 1 Tb/s with 64-QAM at 100 m, and $P_{tx,g} = 33.4$ dBW, which corresponds to 1-Tb/s data rate at 500 m, again with 64-QAM. These distances are typical representations of a backhaul link in a dense, urban environment. While we acknowledge that such transmit power levels (i.e., 72 W and 2.18 kW) are not feasible at the moment in above-100-GHz devices, they allow us to speculate on interference levels that orbiting satellites may experience in a typical 6G deployment. Similar values are reported for transmit power and effective isotropic radiated power in current sub-6 GHz and lower mmWave backhaul deployments [72], [73].

Table 5 lists the satellite that, for a given frequency band, occupies the lowest altitude orbit. The maximum permissible interference level is defined in [23]. The RFI level changes according to whether the scan is performed.
Table 5 Passive Sensing Satellites in Different Bands Above 100 GHz
With the Maximum Interference Level Set in [23]. N Stands for Nadir Scan, C for Conic, and L for Limb

<table>
<thead>
<tr>
<th>Band [GHz]</th>
<th>Maximum Interference Level [dBW]</th>
<th>Lowest Satellite Altitude [km]</th>
</tr>
</thead>
<tbody>
<tr>
<td>115.25-122.25</td>
<td>-166 (N), -189 (L)</td>
<td>705 Aura (NASA) [74]</td>
</tr>
<tr>
<td>148.5-151.5</td>
<td>-159 (N), -189 (L)</td>
<td>705 Aqua (NASA) [75]</td>
</tr>
<tr>
<td>155.5-158.5</td>
<td>-163 (N,C)</td>
<td>817 MetOp (EUMETSAT) [76]</td>
</tr>
<tr>
<td>164-167</td>
<td>-163 (N,C)</td>
<td>407 GPM Core Observatory (NASA/JAXA) [33]</td>
</tr>
<tr>
<td>174.8-191.8</td>
<td>-163 (N,C), -189 (L)</td>
<td>407 GPM Core Observatory (NASA/JAXA) [33]</td>
</tr>
<tr>
<td>226-231.5</td>
<td>-160 (N,C), -194 (L)</td>
<td>705 Aura (NASA) [74]</td>
</tr>
<tr>
<td>235-238</td>
<td>-194 (L)</td>
<td>705 Aura (NASA) [74]</td>
</tr>
</tbody>
</table>

in the nadir, conic, or limb mode, i.e., according to the orientation and angle between the ground RFI emitter and the antenna of the satellite under consideration. With a nadir scan, the satellite sensor and/or antenna points to the ground directly below the satellite (i.e., the nadir direction). With a limb scan, the sensor and/or antenna points to the edge of the Earth as seen by the satellite. With a conic scan, the satellite can sense in different directions (cones or beams) over time. The RFI threshold is also defined independently on the specific scientific mission and the altitude at which satellites orbit. Therefore, we consider this as a reference for harmful RFI in the next paragraphs.

Fig. 10 analyzes the RFI for satellites performing a scan at $f_c = 230$ GHz. We assume nadir/conic operations, for which the corresponding RFI threshold is $-160$ dBW. Herein, the ground station antenna has a tilt $\theta_y = 0^\circ$. In addition, the satellite altitude $r$ ranges from 407 to 720 km, and we consider the two power levels identified in Fig. 9(b), two different (and constant) gain $G_{sat}$ values for the satellite antenna (i.e., 20 and 40 dB), and an elevation angle $\theta$ between the satellite and the ground station that varies between $0^\circ$ and $90^\circ$.

With the lowest transmit power and satellite antenna gain (i.e., 18.6 dBW and 20 dBi, respectively), the interference never exceeds the harmful RFI threshold, as shown in Fig. 10(a). However, when the gain of the satellite antenna increases to 40 dBi, as shown in Fig. 10(b) and (d), the interference threshold is exceeded when the satellite orbits above a certain threshold elevation angle, $\theta_{th}$ (represented by the dotted line). The value of $\theta_{th}$ increases with the satellite altitude. For $P_{rx,g} = 18.6$ dBW [see Fig. 10(b)], it ranges from 9.73° at 400 km to 12.26° at 720 km. For $P_{rx,g} = 33.4$ dBW [see Fig. 10(d)], it varies from $6^\circ$ for 400 km to $6.64^\circ$ for 720 km.

Finally, for $P_{rx,g} = 33.4$ dBW and $G_{sat} = 20$ dBi [see Fig. 10(c)], satellites at lower altitudes (i.e., below 645 km) experience harmful RFI above the ITU-defined threshold for angles above $13.89^\circ$ (for 400 km) and $19.3^\circ$ (for 645 km). The trend is different for higher altitude satellites, for which there also exists a region at high elevation angles in which the interference is below $-160$ dBW. Namely, satellites orbiting above 645 km experience RFI above threshold in for elevation angles $\theta$ between $19.3^\circ$ and $89^\circ$ (for $r = 645$ km) and between $21.74^\circ$ and $81.54^\circ$ (for $r = 720$ km).

To better understand the elevation-dependent RFI trend, we present, in Fig. 11, the ground station antenna gain $G_{y}$ (dotted, left axis), the path gain $-L$ (dashed, right axis), and the overall received RFI $P_{rx,s}$ for $f_c = 230$ GHz, $P_{tx,g} = 33.4$ dBW, $G_{sat} = 20$ dBi, and $r = 700$ km. It is worth noting that...
noting that, for the same satellite altitude $r$, the distance between the satellite and a particular ground station is greater for lower elevation angles, i.e., when the satellite is closer to the horizon. In addition, the signal has to travel through a thicker portion of the Earth’s atmosphere, further increasing the contribution of the absorption loss. Therefore, even if the antenna gain of the ground station antenna is maximum at $\theta = \theta_g = 0^\circ$, the high path loss leads to an RFI below the defined threshold. The path loss, however, decreases faster than the gain as a function of the elevation angle $\theta$, as shown in Fig. 11. This leads to an increase in $P_{RFX}$, which—in this specific case—exceeds the ITU threshold for $\theta > 21^\circ$. Finally, the path loss flattens for elevation angles above $50^\circ$, while the antenna gain decreases logarithmically with $\theta$. Therefore, there can be combinations of path loss, transmit power, and antenna gain values that lead to RFI being below the ITU threshold for high elevation angles (i.e., for the satellite orbiting above the ground station).

We also consider the case in which the ground station antenna points toward the sky with a positive tilt $\theta_\text{tilt}$. This is a typical representative of 6G nonterrestrial use cases, such as satellite-assisted cellular networks [77], the space Internet [78], and drones and UAV aerial networks [79], [80]. Fig. 12 reports the received power at the satellite for $P_{RFX,g} = 18.6$ dBW and $G_{\text{sat}} = 20$ dBi, and the antenna on the ground tilted by $\theta_g = 30^\circ$ and $\theta_g = 60^\circ$. Notice that, with $\theta_\text{tilt} = 0^\circ$, the RFI for this configuration of transmit power and satellite gain does not exceed $-160$ dBW [see Fig. 10(a)]. Our analysis shows that there exists a tilt angle $\theta_\text{tilt} = 7.2^\circ$ for which combinations of $\theta_g \geq \theta_\text{tilt}$, $\theta$, and $r$ lead to RFI above the threshold. In particular, the satellite receives RFI as high as $-127$ dBW for $\theta_g = 30^\circ$ [see Fig. 12(a)] and $-119$ dBW for $\theta_g = 60^\circ$ [see Fig. 12(b)].

These analyses indicate that directional antennas can come with mixed blessings: while the combination of directivity and high atmospheric absorption helps to reduce RFI in some scenarios (low satellite elevation), the same can lead to extremely high RFI for higher satellite elevation and nonterrestrial communications scenarios. Finally, while we consider ground-to-satellite RFI herein, similar insights can be derived when investigating interference from aerial sources toward ground passive scientific infrastructure, e.g., for radio astronomy. Indeed, while terrestrial radio astronomy sites are generally isolated and in remote locations, sidelobes (or, more rarely, main lobes) from aerial sources have the potential to generate harmful interference to passive terrestrial stations, as discussed in Section III.

V. SPECTRUM SHARING TECHNIQUES ABOVE 100 GHz—CHALLENGES AND OPPORTUNITIES

The results of Section IV highlight that there exist scenarios in which active transmissions can create interference toward passive users, despite the directional nature of the signals and the high absorption and spread loss. At the same time, however, they suggest that in-band sharing in the spectrum above 100 GHz may be possible, thanks to the combination of the molecular and spreading path losses and the directional transmissions. Therefore, to enable dynamic spectrum sharing solutions, it becomes necessary to identify some technological enablers that allow network operations in a regime where: 1) interference is reduced or eliminated or 2) shared usage is enabled on a spatial, time, or frequency/band basis. The next paragraphs discuss the technological challenges to spectrum sharing above 100 GHz, with prospective solutions that span from devices and RF circuits engineering (antenna solutions and innovative intelligent surfaces) to the design of communication and sensing stacks. Note that some of these technologies are used—or can be used—also in other frequency bands, but they often require adaptations or addressing specific engineering challenges to be effective or feasible above 100 GHz, as we discuss in the Research Challenges paragraphs of this section.

A. Challenges to Spectrum Sharing Solutions Between Active and Passive Users Above 100 GHz

Spectrum sharing has been widely studied in the sub-6-GHz domain, as mentioned in Section I [10], [84], [85], [86]. A significant effort has been put into identifying spectrum sharing solutions, for example, in the context of radio access network (RAN) sharing among multiple 5G operators [84]. So far, however, most of the research has focused on sharing among active users and, in particular, between communications users. As mentioned above, several of the techniques investigated for the bands below

---

Fig. 12. RFI power $P_{RFX,g}$ at a satellite, as a function of satellite altitude and elevation angle with respect to the ground station, for different values of the ground antenna tilt. The dotted line represents the combinations of altitude and elevation angle values that lead to $P_{RFX,g} > -160$ dBW (see Table 5). $f_c = 230$ GHz, $P_{RFX,g} = 18.6$ dBW, and $G_{\text{sat}} = 20$ dBi. (a) $\theta_g = 30^\circ$. (b) $\theta_g = 60^\circ$.

---

6Notice that large satellite constellations also have the potential to affect ground-based optical telescopes used for astronomy and planetary defense, i.e., to track satellites and near-Earth asteroids. However, it has been found that the impact from low Earth orbit satellites is quite manageable, as their reflected sunlight is rarely bright enough to cause major problems, except when they are very close to the horizon where these telescopes rarely operate [81].
6 GHz and active users sharing do not necessarily apply to sharing among active and passive users above 100 GHz or require solving significant engineering challenges.

For example, one of the main areas of research is cognitive radios [85]. In this approach, dynamic spectrum access of secondary users over resources primarily destined for other users is enabled with a two-step approach. The first step involves sensing or collecting information on spectrum usage, thereby identifying unused portions of the spectrum and/or patterns of usage of the primary users. The second step involves secondary-user transmission. This can happen on unused resources (interweave mode) or the resources already occupied by the primary (overlay mode), possibly with some coordination to satisfy pre-defined interference constraints. Notably, cognitive radios have been popular in the context of improving the usage of TV white space [87]. However, the paradigm of cognitive radio cannot be applied directly to active–passive sharing above 100 GHz. The “sensing” step is challenged by several conditions. The spectrum access by passive users cannot be sensed. The increased directivity and large-bandwidth requirements of active-user transmissions make detection more complex. Along these lines, the scale (in the number of devices) envisioned for certain above-100-GHz applications [16] further complicates cognitive radio systems, as the overhead for coordination increases and the amount of unused resources for interweave operations decreases. Furthermore, concurrent cognitive transmissions (e.g., as overlay) may not be tolerated by some passive sensing users if further precautions are not applied to avoid exceeding harmful RFI thresholds, as discussed in Section IV.

Other techniques that are broadly considered enablers of spectrum sharing at lower frequencies and for active users cannot be directly applied in the context of active–passive sharing above 100 GHz. Nonorthogonal multiple access (NOMA) [89], which enables code- or power-based sharing of the same time and frequency resources among multiple users and has been designed for the coexistence of multiple users and has been designed for the coexistence of active and passive RAS and EESS services, these are for frequency bands below 100 GHz. An additional challenge is represented by the heterogeneity between the different technologies at these frequencies [10], which require either custom solutions or coordination among different standardization or technology development forums. Such coordination, however, has been shown to be previously feasible in the sub-6-GHz context, with the notable example of the CBRS band. This portion of the spectrum, which was exclusively allocated to military use (e.g., U.S. Navy radars and satellite links), is now operated according to a shared usage pattern, facilitated by an intertechnology database that keeps track of spectrum usage and grants access with high granularity.

Overall, it is clear that there exists a need to carefully design and rethink enabling technologies and strategies to allow sharing between active and passive users in the 100-GHz bands. In addition to accounting for the presence of passive users, spectrum sharing above 100 GHz should also factor in and exploit the unique characteristics of the propagation of RF signals in these bands [93]. To this end, in the next paragraphs, we discuss and review techniques that can be applied for effective and safe active/passive sharing at frequencies above 100 GHz.

B. Solutions Enabled by (Sub)Terahertz Devices and Wave Propagation

To effectively communicate at frequencies above 100 GHz, highly efficient, directional antennas are required. In such a setup, unwanted interference toward sensitive devices outside the main coverage region manifests as leaking power in the form of sidelobes. In directional antennas and uniform amplitude antenna arrays, the more directional the mainlobe, the greater the dominant sidelobe levels (SLL), or the effective power contained within the dominant sidelobes [82]. Such a manifestation of the sidelobes can be seen for a typical high-density MIMO array (8 × 8) in Fig. 13(a). It is seen that, while the mainlobe can be extremely directional, the major sidelobe strength can be as much as −13 dB in comparison. Thus, it is necessary to consider the entire radiation pattern of the array/antenna and develop working objectives to truncate such SLL, which contributes to interference concerns.

1) Inverse Pyramidal Arrays: Above 100 GHz, highly directive radiation and significant power output are expected for base stations (BSs) supporting massive MIMO. Thus, the main objective of device design can be tailored toward significant control over the SLL in these BSs. An intuitive method of mitigating interference in unwanted directions is to have a physical configuration within which...
the unwanted directions are generally excluded from the radiation pattern. The inverse pyramidal array design, an example of which is presented in Fig. 14(a), acts as a direct complement to the pyramidal array design [94]. In such a setup, the geometrical configuration of the array favors scan angles below the horizon, thereby minimizing the power leakage above the BS itself. A four-sided pyramidal array, similar to that in Fig. 14(a), is known to provide maximum coverage efficiency, thereby reducing deployment resources [94]. Each side of the pyramid comprises an antenna array that serves a particular sector for full coverage.

**Research Challenges:** It is important to note that this design can be used only in deployments with BSs altitude higher than that of the connected users. In addition, there are multiple research challenges related to building dynamic beamforming antenna arrays above 100 GHz, as we describe together with the next point.

2) **Active SLL Suppression:** As mentioned in Section IV, 6G BSs may be required to provide coverage in aerial scenarios. Here, the BS needs to serve users not just at lower or at equivalent altitudes to itself (e.g., other BSs and user equipments (UEs)) but also to users above in altitude, for example, UAVs. Thus, in the full 3-D coverage space, it becomes necessary to consider more active SLL suppression techniques. In conventional arrays, zero-forcing beamforming is considered a convenient technique, with which different receivers can experience orthogonal channels. In this case, the goal of the beamforming algorithm is to ensure that no signal is received in a target direction, at the cost of less control on the beam shape everywhere else. However, with fully digital or even hybrid beamforming architectures as found in current massive MIMO 5G devices [95], more robust beamforming techniques can be implemented. We present an example of a hybrid beamforming architecture that could be exploited to control interference in Fig. 14(b), with the corresponding potential far-field radiation response shown in Fig. 13(b). With knowledge of critical interference directions (where sensitive devices may be located), the array response can be tailored through interference suppression algorithms as in [96], to ensure complete suppression of leakage in critical directions, while still providing coverage to users that require service in other angular regions. As shown in Fig. 13(b), the mainlobe can be preserved, while the more problematic sidelobes can be truncated greatly.

In addition to novel array architectures, another breakthrough that is extremely important in the above 100-GHz range is the rise of intelligent reflecting surfaces (IRSs) [97]. Although the fundamental principles of IRSs are valid across the spectrum, these are increasingly relevant for the (sub-)THz band, as the greatly simplified design helps to reduce the constraints on increasing the size of the array and in its deployment [98]. For example, the reflectarray-based IRS demonstrated in [98] is composed of nearly 10 000 elements, while active RF chain-based arrays are yet below the 256-element mark [99]. By moving the burden of beamforming “off-chip” and removing the need for any RF chains, the same IRS can be shared among multiple users, as discussed in [100]. IRSs can also be manipulated to create custom beam shapes [100], and if their design is realized through a metasurface-based, subwavelength-sized meta-atoms, the level of control is increased drastically [97], [101]. Such IRSs can be utilized to create anomalous reflection [102], in which almost negligible sidelobes are produced, greatly reducing interference due to sidelobe energy and introducing new opportunities for spectrum sharing. They can also be used to redirect beams toward different directions from where originally intended, as discussed in [103].

**Research Challenges:** The majority of algorithms for beam design and active SLL suppression have been proposed for lower frequency systems and, thus, do not capture challenges associated with working above 100 GHz. As we move to higher frequencies, the wavelength becomes shorter, and thus, the antenna array elements become smaller; they can be more densely packed without suffering mutual coupling [50]. However, the size of every other component in the RF chain (i.e., frequency multipliers, mixers, filters, and amplifiers) does not necessarily scale by the same factor. This leads to...
challenges in the packaging of such arrays above 100 GHz. Consequently, there is a need to develop new antenna architectures. First, one could consider adopting a fully analog antenna architecture, in which one only RF chain is utilized to drive multiple antennas each with analog phase and/or amplitude control [104]. Even in that case, there are several challenges. First, broadband phase controllers that can work across large contiguous bandwidths (e.g., tens of GHz) are still being developed. Strictly speaking, some of the benefits shown in Fig. 13(b) could be achieved only with the additional manipulation of the amplitude at each antenna element [82], [105]. However, the integration of an amplitude controller (ultimately, a power amplifier) per antenna element is many times not possible again not only due to packaging but also thermal issues [99]. As a solution, innovative true-time delay controllers could be utilized, for example, by leveraging new materials, such as graphene specifically proposed for the terahertz band [106] and, accordingly, the algorithms adapted.

Many of the challenges associated with building such antenna arrays and IRSs originate in the fact that the designs demonstrated to date leverage the so-called electronic approach to sub-THz and THz devices [27], in which the limits of traditional electronic systems are pushed to operate at higher frequencies. Alternatively, again, new materials could be adopted to build arrays that leverage the properties of surface plasmon polariton waves and intrinsically operate at THz frequencies [50]. As of today, graphene-based plasmonic signal sources [107], [108], plasmonic phase, amplitude and frequency modulators [109], [110], and antennas [111] have been demonstrated. Their integration in very dense arrays with element spacing much smaller than the free-space wavelength enables ultramassive MIMO systems [112], with unprecedented control of the beam shapes and wavefronts [100]. Nevertheless, this technology is much less mature than electronic or even photonic solutions, making it a high-risk, high-reward approach. Even with IRSs, although it is much easier to scale up in size, designing high-performing, versatile analog phase shifters at such high frequencies is a challenging task [113]. Among other solutions, the utilization of plasmonic materials and hybrid structures presents an interesting direction for realizing these devices [114].

3) Passive Mitigation Techniques: In addition to preemptive suppression techniques at the BS, it is possible to address interference through passive devices that do not increase the complexity of the BS itself. From the discussions in Sections II-A and IV, it is evident that sensitive devices that require protection from unwanted interference will rarely occupy the entire spectrum of emission of the BS. For example, the presently prohibited 109.5–111.8-GHz portion of the spectrum can be specifically addressed by suppressing RFI within this 2.3-GHz bandwidth. In this regard, frequency-selective surfaces (FSSs) are devices that specifically address such sensitive specks of a frequency spectrum. As shown in Fig. 14(c), an FSS is a dense, metasurface-like configuration with resonant passive elements in an array, usually designed to intercept and interact with a bandwidth of interest [115], [116], [117]. These have traditionally been utilized to reduce the cross section of radars [115] and recently have been proposed to reduce unwanted SLLs and leakage in wideband antenna arrays above 100 GHz [118]. In addition, these have been proposed to reduce mutual coupling effects between antenna elements in densely packed antenna arrays [119]. Within the mmWave band, FSSs have attracted attention, inter alia, to act as planar lenses with enhanced directivity, low cost, and ease of deployment [116], [117]. With an FSS, it is possible to design both bandstop and bandpass filters that can be deployed without any additional complexity at the BS itself, avoiding the complexity of greater control and increased power consumption requirements. The effectiveness of an FSS depends on the relative orientation of the surface with the unwanted radiation. Thus, with proper alignment toward the dominant sidelobes that may interfere with sensitive devices, an FSS designed to act as a stopband at the sensitive portions of the spectrum can be deployed, through which the unwanted leakage can be suppressed significantly [115].

Research Challenges: While simpler than the devices needed for active SLL suppression, the main challenges associated with the passive solutions relate again to the hardware design. In particular, when implemented through metasurfaces, the design of the FSSs is not governed by well-defined equations and operating theory as, for example, the design of beamforming or beam-nulling algorithms. Instead, an “artisan”-based trial-and-error methodology is required to develop the meta-atom shape and arrangement [101], [120]. As an alternative, a library of meta-atoms designs and potential arrangements to achieve different functionalities needs to be built, which could benefit the wireless community at large. In addition, there are system-level challenges associated with deploying such devices, in terms of both network and frequency planning.

C. Solutions Based on RFI Mitigation for Passive Users

Complementary and independent of custom device design solutions, harmful RFI can be mitigated with signal processing techniques. RFI mitigation has been typically studied as a necessary step in passive sensing signal processing pipelines, to protect from undesired RF emissions in the band of interest, either intentional or unintentional. As discussed in Section II, the receivers used by several passive sensing applications (e.g., radio astronomy) have extremely high sensitivity and can pick up signals that would otherwise be considered below the noise floor [121]. In the context of spectrum sharing, RFI
mitigation puts the burden of interference management on the passive users. Therefore, while it is an essential component of the passive sensing digital signal pipeline, it represents just one of the different ingredients that need to be combined for a balanced approach to spectrum sharing. In the next paragraphs, we review general characteristics and approaches for RFI mitigation and discuss a few specific examples of RFI mitigation above 100 GHz.

RFI is generally categorized into three different classes (see Fig. 15), i.e., transient bursts, generated by impulse-like waveforms, and narrowband or wideband signals. In addition, RFI may be caused by sources that transmit in the band of interest or by out-of-band emissions. The RFI may: 1) introduce clearly identifiable distortions in the signal; 2) obscure the received signal, with strong and identifiable emission in the entire observed spectrum; or 3) introduce more subtle alterations in the received signals (e.g., if the RFI power is close to the noise threshold), which are harder to detect and, consequently, filtered out.

1) General RFI Mitigation Techniques: The general approaches toward RFI mitigation involve temporal, frequency, or spatial filtering or rely on specific properties of the received signals. Temporal- and frequency-domain RFIs can be detected and blocked if confined in specific intervals. These methods include: 1) evaluating the kurtosis ratio of the received signal [122], i.e., the ratio between the fourth moment and the squared second moment (variance) of a signal, which should be equal to 3 for Gaussian signals and 2) evaluating the third and fourth Stokes parameters of the signal, which are related to its polarization and are typically small in the absence of RFI [122]. The RFI can also be detected by analyzing signals in the spatial domain. If the direction of the source of the intended signal is known, RFI can be detected through filtering signals with Angle of Arrival (AoA) outside a predefined region [121]. Importantly, as discussed above, the presence of massive-MIMO arrays in the 100-GHz region provides an ability for unprecedented angular resolution and accurate AoA detection. Alternatively, highly diffused sources without RFI exhibit a smooth behavior in the spatial and angular domains; thus, RFI can be detected and filtered by analyzing the outliers. State-of-the-art RFI mitigation systems often combine two or more of these techniques to maximize the probability of detecting RFI [124], [125], [126].

2) Use-Case-Specific RFI Mitigation Techniques: The RFI mitigation techniques need to adapt both to the characteristics of the interferer and the nature of the observation and equipment utilized. The result is that, oftentimes, general signal processing techniques for RFI mitigation need to be adapted to the specific use case [121], [126], [127], [128]. Signal processing for RFI mitigation can be run offline [129] or online [130]. While this may be a concern for the spectrum above 100 GHz, given the large bandwidth at stake, the research and development of hardware-accelerated signal processing pipelines are being extended to multichannel filter banks capable of processing tens of GHz of bandwidth [131]. Similarly, mixed online and offline approaches are emerging to reap the benefits of both, e.g., for the RFI mitigation system of the next-generation Very Large Array (ngVLA) radio telescope [132]. This enables both real-time adaptability to the source and more complex signal processing offline, with applicability to very large bandwidths. While the ngVLA is expected to work in the 1.2–116-GHz band, the hardware and software techniques developed for its RFI mitigation could be reused in above-100-GHz systems as well.

Research Challenges: So far, most of the research on RFI mitigation has focused on sensing bands below 24 GHz [133], which were considered the most exposed to undesired emissions from commercial radios. This represents a potential issue for current systems operating above 100 GHz, as they are generally not equipped with RFI mitigation pipelines, which reduces the ability for sharing and coexisting with active systems. Future sensing instruments can instead be equipped with RFI mitigation mechanisms, whose design, however, is challenged by a number of elements. As previously mentioned, the large bandwidth complicates the design of real-time signal processing pipelines for RFI mitigation. In addition, the design of RF circuits is made more complex by the high-frequency and large-bandwidth requirements, which may introduce greater interference from out-of-band emissions. However, the limited multipath (or absence of it) typical of propagation above 100 GHz [134] makes spatial filtering extremely powerful, as RFI sources exhibit limited or no scattering and the number of directions to target for nulls become smaller.

D. Solutions Based on Waveform Engineering and Digital Signal Processing for Active Users

It is further possible to reduce RFI through waveform designs where the communication and sensing signals are made orthogonal to each other or are otherwise engineered to not register as interfering with each other.
1) Spread Spectrum Techniques: A very large contiguous bandwidth can be leveraged to create spread spectrum waveforms, in which the communication signal can be artificially lowered to below the noise floor. Such methods have been utilized in DSSS to create efficient spectrum sharing, such as in code-division multiple access (CDMA), where a specific communication signal is multiplied by a spreading key, to artificially spread a narrowband signal over a very large bandwidth [135]. The receiver utilizes the same key to recover the signal, and all other signals within the same subspace are filtered as noise. In this setup, the larger the pseudorandom key-generating sequence, the greater the number of orthogonal signal sets that can be created. In addition, by combining multiple communication bands together, frequency hopping, similar to Bluetooth transmission, can be leveraged to create multiple windows of signal transmission that falls outside the critical bandwidth portions reserved for sensing. Ultimately, however, such spreading techniques compromise the very high data rate requirement for communication standards and would require a bandwidth, which proportionally increases with the length of the sequence, compared to that presented in Fig. 4(b).

Research Challenges: As of today, the main bottleneck in DSSS-based coexistence techniques above 100 GHz is the real-time generation of ultrabroadband spreading sequences. For example, in [136], we built and experimentally demonstrated a DSSS system for sharing between active and passive systems above 100 GHz. The framework can successfully generate sequences at 130 GHz with a 20-GHz spread bandwidth. Fig. 16 shows the PSD over frequency for a narrowband signal and DSSS signals with three different spreading factors all for a 4-QAM signal. An increase of the spreading factor leads to more uniform upper envelopes for the PSD, with peaks at about 15 dB below the peak of the narrowband signal, at the cost of achievable data rate. This effect, which is popular in tactical communications contexts to decrease the signal interception or eavesdropping probability, can also lead to received signals at the satellite sensor, which are below the RFI threshold, as further discussed in [136]. Indeed, a reduction of 15 dB in the received signal at the passive system can increase the parameter space in which active systems can coexist without exceeding the RFI threshold, e.g., compared to the configurations in Fig. 10. However, to realize this, we used a state-of-the-art arbitrary-waveform generator with data-converters operating at 92 Gigasamples-per-second at the transmitter and 160 Gigasamples-per-second at the receiver, with power requirements, size, and cost only suitable for lab testing. To overcome the bottleneck introduced by the high-speed data converters, one solution is to design fully analog DSSS chips that operate directly with analog I/Q samples in baseband or at an IF frequency. The design of such chips should be accompanied by the exploration of low-complexity real-time implementable orthogonal sequence generation algorithms.

2) Frequency-Selective Waveforms: Transmitters that can support very high peak-to-average power ratio (PAPR) can be utilized to actively remove compromised portions of the signal space from waveforms. An example where such a setup could potentially be implemented without significantly reducing the communication capacity is in OFDM [46], [47], [48]. In OFDM, groups of subcarriers are organized into resource blocks, and power allocation can be performed on a resource block level. The judicious allocation of resource blocks determines the peak capacity rate. In such a setup, it may then be possible to purposely identify subcarriers within the sensitive regions and minimize the effective power distributed to them.

Research Challenges: In alignment with many of the previous challenges, the bottleneck is posed again by the hardware and, particularly in this case, the power amplifiers. At all frequencies but particularly at frequencies above 100 GHz, power amplifiers are very sensitive to power fluctuations, and thus, carrier nulling in OFDM is many times not an option. Besides, waiting on the development of more robust amplifiers, there are other possible solutions. For example, a common waveform found in radar systems, also those at frequencies above 100 GHz, relies on continuous frequency modulation or chirp signals. Recently, our group has demonstrated the ability to utilize chirps in the chirp spread spectrum (CSS) to both transmit information even in extreme frequency-selective channels (such as those over an absorption line at THz frequencies) [137] and to build a joint communication and atmospheric radar system [138]. Differently, one could design noncontinuous frequency chirps that skip certain frequency bands to minimize the radiation in forbidden bands.

3) Orthogonal Waveforms: Another technique, only valid for the coexistence of active sensing (e.g., radar) and communication users, relies on utilizing waveforms generated in the context of orthogonal basis sets, where every signal...
is independent and orthogonal to the other. One such example is the Gram–Schmidt orthogonalization [139]. In this setup, a set of $M$ finite energy symbols is mapped to a set of $N$ orthogonal symbols as follows:

$$s_i(t), \quad i = 1, 2, \ldots, M \leftrightarrow \phi_i(t), \quad i = 1, 2, \ldots, N; \quad N \leq M.$$  

(16)

Here, the orthogonal signals $\phi_i(t)$ are created from $s_i(t)$ through a filter bank, where the components of the previous orthonormal signals are removed from the concerned signal. Gram–Schmidt orthogonalization is actively used in most MIMO applications involving coherent detection by utilizing QR decomposition [140]. Without loss of generality, assume that the first orthogonal signal, $\phi_1(t)$, is actively selected for sensing applications. It is then possible to eliminate any interfering portions from the remaining symbols, $\{\phi_2(t), \phi_N(t)\}$, used for communications. This procedure requires some level of interaction between the active sensing and communications systems to coordinate the nature of the sensing signal $\phi_1(t)$.

It is important to note that the exclusion of an orthonormal basis function does not simply remove one symbol from the possible symbol set of transmission. In fact, this makes the symbol set incomplete, reducing it from $M = 2^N$ to $M - 1 = 2^N - 1$, thus making the representation of $N$ bits impossible. Thus, with the capability of representing only $N - 1$ bits, only $2^{(N-1)} = M/2$ symbols are required.

Here, we observe that this setup can still be utilized when required to preserve multiple sensing frequencies since there are several redundant message symbols that can be utilized and thus could be utilized without losing any further capability. Ultimately, however, the principles of utilizing the Gram–Schmidt orthonormalization require careful consideration of the richness of the basis set, the complexity of the modulation scheme, and the modifications that must be performed with regard to ensuring that the key system parameters, such as the bit error rate, the data rate, and the Euclidean separation of the constellation points, can be determined accurately and predictably.

**Research Challenges:** This type of solution is only applicable to future active and passive coexisting systems, as it requires coordination. As mentioned in Section III-C, this is the type of “burden sharing” expected from Resolution 731. As with the other waveform-based solutions, the computational complexity of the modulation/demodulation algorithms, the requirements of the data converters, and the potential implementation of the solution in the analog domain are aspects to be taken into account. In addition, the modulations utilized in high data rate communications often require precise inputs and constellation requirements, which makes the omission of a basis function particularly challenging. Certain parameters such as a uniform constellation, the efficiency of a message signal, and a possible noncompleteness of the symbol set could result in nonlinear distortions and reduced throughput, as discussed above.

**E. MAC Layer and Networking-Based Sharing**

Dynamic spectrum access can be enabled at the MAC layer and above through time and spatial sharing. In particular, it is possible to envision sharing mechanisms with different levels of integration among the technologies used by interested stakeholders of the above 100-GHz band from a fully integrated solution to a CBRS-like model.

1) **Shared Active/Passive Medium Access Schemes:** One option is represented by time-division multiple access (TDMA) between two or more technologies, with active and passive users sharing different time resources. For example, next-generation wireless network MAC designs may include some time slots that can be blanked for sensing [141], either active or passive. To fully exploit this flexibility, the sensing stack could be integrated into the communications stack, e.g., satellites used for commercial downlink communications could be also equipped with passive sensing systems activated on a time-sharing basis. Alternatively, passive sensing systems could be equipped with an additional sensing loop that detects when the communication link is not used and collect valid observations.

**Research Challenges:** It is challenging to design, deploy, and implement these approaches in practice. Indeed, they require a tight synchronization between different signal processing chains and RF circuits, which generally have a transient behavior and cannot switch on and off instantaneously [143]. Therefore, even though this is an MAC-level strategy, it requires tight coordination and innovations in the physical layer and at the device level, especially as the duration of channel access decreases with the increase of the data rate. In addition, while frequent time switching is well tolerated by packet-based communication systems [144], [145], it may not be compatible with the sensing of continuous sources of electromagnetic signals and/or long integration times. Finally, these sharing solutions are dependent on protocols that would need to be developed, tested, and standardized in the relevant forums.

2) **Multiband Systems:** It is also possible to design time sharing mechanisms with a granularity in the order of minutes. While these do not enable the same level of multiplexing and spectrum utilization as MAC-based strategies, they require limited or no coordination between the users of the spectrum. Notably, there are approaches in which only one of the two systems (i.e., communications or sensing) can change to adapt to the other. For example, in [142], we demonstrated the feasibility of passive/active spectrum sharing through dynamic spectrum access, with the communications stack dynamically adapting to the presence of passive sensing satellites over the deployment area. The system (as shown in Fig. 17(a)) is capable of tracking satellite mobility (e.g., the NASA Aura satellite [4]) and predict when a passive-sensing station starts...
Fig. 17. Prototype and performance of the first dynamic spectrum access system above 100 GHz from [142]. (a) Prototype schematics of a dual-band prototype for dynamic spectrum access above 100 GHz from [142]. (b) cumulative distribution function (CDF) of the duration of a procedure to switch between bands with a centralized (coordinated) or distributed (independent) approach from [142].

orbiting over the deployment area of the communication link. When this happens, the system switches from the band that may interfere with the satellite to another band, enabling time sharing of resources that would otherwise be unused, while introducing no harmful interference to the sensing system. This process happens with a granularity of minutes, i.e., it does not need a tight integration between the sensing and communications stacks. Nonetheless, it is important to perform the switch between bands in a timely fashion, so as to avoid downtime for the communication link. Fig. 17(b) compares the CDFs of the duration of switch events with a coordinated (or centralized) approach and an independent (or distributed) strategy. Even though this is a prototype, the system achieves low switching times (i.e., in the order of ms) with centralized switching, showing that dynamic spectrum access is feasible even in the spectrum above 100 GHz.

**Research Challenges:** There are several system-level challenges that need to be addressed to make these schemes scalable and practical. As for the MAC-based approaches, there is a need for protocols and standardized strategies. In this sense, the transition toward more open and programmable systems in cellular networks [146] will help embed dynamic control of the cellular stack and provide practical primitives to implement this kind of spectrum sharing. Besides this, other system-level challenges are related to security, scalability, and resource scheduling, in particular, considering the directional nature of communications above 100 GHz and the number of users that will need to be supported in 6G systems.

3) Coordination-Based Sharing: From a broader perspective, dynamic spectrum access can be generically extended to support the coexistence of multiple services, for example, through a shared, dynamic spectrum marketplace (which could be managed by the ITU or by local regulators) in which licenses can be leased dynamically, with a subsecond latency. As previously mentioned, the CBRS band proceedings have shown that coordination and preemption among different active users are feasible on a dynamic basis. Baxley and Thompson [147], [148] demonstrate a dynamic system for active/passive users sharing as part of one of the DARPA Spectrum Collaboration Challenge (SC2). The availability of fast connectivity and data bases is a key step toward the feasibility of distributed spectrum access systems that can control spectrum usage with the granularity of tens of kilohertz in bandwidth and 1 ms in time (typical values for 5G systems) [149]. Coordination-based solutions are also mentioned and evaluated in the National Research Council report on how spectrum can be used by scientific users in the 21st century [22]. The authors envision a scenario with multiple satellites for Earth exploration, each with a beam covering an area on Earth with a diameter of 30 km. The active users on the ground could coordinate with the sensing satellites through a shared database and blank the resources required for sensing on an ad hoc basis. For a constellation of 30 satellites, with the aforementioned characteristics, [22] estimates that active users can transmit in the band of interest of the passive sensing system for 99.7% of the time without causing any interference. Similar results are presented in [150]. This shows that spectrum sharing between active and passive users is possible, with the proper combination of policies and technologies.

**Research Challenges:** As for the previous higher layer techniques, most challenges arise at the system level, in particular, when considering the number of active and passive users that require coordination, the size of the
VI. Conclusion

The future of technologies and policies in the spectrum above 100 GHz is being shaped by the development of new use cases and capabilities in the communications and active and passive sensing domains. In this article, we have provided the first comprehensive overview of stakeholders, policies, and technologies for spectrum sharing in a band above 100 GHz. First, we reviewed the relevance of this portion of the spectrum for sensing applications in both the active and passive sensing domains and for next-generation communication networks. We discussed the need for more bandwidth for improved performance in both sensing and communication applications, which motivates spectrum sharing approaches, and reviewed the relevant spectrum policies in this domain. We then analyzed the impact that active terrestrial users may have on passive sensing satellites, showing how spectrum sharing techniques need to protect and account for the presence of passive incumbents. Finally, we discussed possible approaches to spectrum sharing above 100 GHz, considering devices, signal processing, and higher level coordination.

Outlook—Spectrum Policies for the Next Decades: This article clearly shows that there exists a need, opportunities, and technologies to enable shared use of the spectrum above 100 GHz. In this sense, the sensing and communication communities have the opportunity to work together to evolve spectrum policies and technologies. Efforts in this direction can lead to the following.

1) Enabling experimental research on spectrum sharing between active and passive users, fully realizing the provisions in the ITU Resolution 731 [26], and jumpstarting the development of technologies for safe spectrum sharing above 100 GHz. In this sense, the development of National Radio Dynamic Zones (NRDZs) will be critical for the study of active/passive coexistence. The U.S. National Science Foundation NRDZ program seeks to establish large-scale testbeds in contexts where RF transmissions outside current regulations will not harm normal receivers. Through this program, we are developing NRDZ capabilities in Colosseum, an open-access and publicly available hardware-in-the-loop wireless network emulator [151]. Colosseum will be extended to support large-bandwidth, highly directional transmissions (such as those of interest in the spectrum above 100 GHz) and is naturally positioned for spectrum sharing studies without any risk of harming legitimate users of the spectrum thanks to its emulational capabilities.

2) Identifying opportunities for a sharing-aware approach for the development of future scientific sensing equipment and communication networks. For example, active engagement across different communities could lead to the establishment of sharing procedures similar to that of the CBRS band, with benefits for all parties involved.

3) Using an evidence-driven, physics-based approach to develop spectrum policies that involve sharing in the RRR5.340 bands, without harming passive incumbents.

References

[8] Study on Supporting NR From 52.6 GHz to 71 GHz, document TR 38.808, Release 17, 3GPP 2021.

Authorized licensed use limited to: Northeastern University. Downloaded on January 25,2024 at 03:29:25 UTC from IEEE Xplore. Restrictions apply.


ABOUT THE AUTHORS

Michele Polese (Member, IEEE) received the Ph.D. degree from the Department of Information Engineering, University of Padua, Padua, Italy, in 2020, under the supervision of Michele Zorzi.

He was an Adjunct Professor and a Post-doctoral Researcher with the University of Padua in 2019 and 2020, and a part-time Lecturer with Northeastern University, Boston, MA, USA, in fall 2020 and 2021. During his Ph.D. degree, he visited New York University (NYU), New York, NY, USA; AT&T Labs, Bedminster, NJ, USA; and Northeastern University. He collaborated with several academic and industrial research partners. He has been a Principal Research Scientist with Northeastern University since March 2020. His research interests are in the analysis and development of protocols and architectures for future generations of cellular networks (5G and beyond), in particular for millimeter-wave communication, and in the performance evaluation of complex networks.

Dr. Polese was awarded several best paper awards. He has served as the TPC Co-Chair of Workshop on ns-3 (WN53) from 2021 to 2022. He is also serving as an Associate Technical Editor for the IEEE Communications Magazine.

Xavier Cantos-Roman (Graduate Student Member, IEEE) received the B.S. degree in telecommunications technologies and services engineering from the Universitat Politècnica de Catalunya, Barcelona, Spain, in 2019. He is currently pursuing the Ph.D. degree with the Ultra-Broadband Nanonetworking Laboratory, Northeastern University, Boston, MA, USA, under the guidance of Dr. Josep Miquel Jornet.

He is currently a member of the Ultra-Broadband Nanonetworking Laboratory, Northeastern University. His research interests include the modeling and simulation of THz plasmic devices, the study of mmWave and THz signals propagation, and the design and experimental demonstration of joint communication and sensing systems at sub-THz frequencies.

Arjun Singh (Member, IEEE) received the B.S. (summa cum laude) and M.S. degrees in electrical engineering from the University at Buffalo, The State University of New York, Buffalo, NY, USA, in 2016 and 2018, respectively, and the Ph.D. degree in electrical engineering from Northeastern University, Boston, MA, USA, under the guidance of Dr. Josep Miquel Jornet, in December 2021.

He was a member of the Ultra-Broadband Nanonetworking Laboratory, Northeastern University. Since 2022, he has been an Assistant Professor with the Department of Engineering, State University of New York Polytechnic Institute, Utica, NY, USA. His research interests include realizing terahertz-band wireless communications, dynamic spectrum sharing, space networks, wavefront engineering, graphene plasmonics, and intelligent reflecting surfaces. In these areas, he has coauthored several publications in leading journals and one U.S. patent.

Dr. Singh is also serving as the Media Chair of the IEEE RCC Special Interest Group on Terahertz Communications and a Reviewer for reputed journals, including IEEE Communications Magazine.
Michael J. Marcus (Life Fellow, IEEE) received the S.B. and Sc.D. degrees in electrical engineering from the Massachusetts Institute of Technology (MIT), Cambridge, MA, USA, in 1968 and 1972, respectively. He retired from the Federal Communications Commission in 2004 after nearly 25 years in senior spectrum policy positions. While at FCC, he proposed and directed the policy developments that resulted in the bands used by Wi-Fi, Bluetooth, and licensed and unlicensed millimeter-wave systems above 59 GHz. He was an Exchange Visitor from FCC to the Japanese spectrum regulator (now MIC) and has been a Consultant to the European Commission and the Singapore regulator (now IMDA). He is currently the Director of Marcus Spectrum Solutions, Cabin John, MD, USA, and an Adjunct Professor with the Department of Electrical and Computer Engineering, Northeastern University, Boston, MA, USA.

Dr. Marcus was awarded the IEEE ComSoc Award for Public Service in the Field of Telecommunications in 2013 “for pioneering spectrum policy initiatives that created modern unlicensed spectrum bands for applications that have changed our world.” From 2012 to 2013, he was the Chair of the IEEE-USA Committee on Communication Policy and is now its Vice-Chair for spectrum policy.

Tommaso Melodia (Fellow, IEEE) received the Ph.D. degree in electrical and computer engineering from the Georgia Institute of Technology, Atlanta, GA, USA, in 2007. He is currently the William Lincoln Smith Chair Professor with the Department of Electrical and Computer Engineering, Northeastern University, Boston, MA, USA. He is also the Founding Director of the Institute for the Wireless Internet of Things, Northeastern University. He is also the Director of Research for the Platforms for Advanced Wireless Research (PAWR) Project Office, a $100M public-private partnership to establish four city-scale platforms for wireless research to advance the U.S. wireless ecosystem in years to come. His research on the Internet of Things and wireless networked systems has been funded by the National Science Foundation, the Air Force Research Laboratory the Office of Naval Research, Defense Advanced Research Projects Agency (DARPA), and the Army Research Laboratory. Prof. Melodia is a Senior Member of the ACM. He has served as an Associate Editor for IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, IEEE TRANSACTIONS ON MOBILE COMPUTING, and Computer Networks (Elsevier), among others. He has served as the Technical Program Committee Chair of IEEE International Conference on Computer Communications (Infocom) 2018 and the General Chair of IEEE Sensing, Communication, and Networking (SECON) 2019, ACM Nanoscale Computing and Communication (Nanocom) 2019, and ACM International Conference on Underwater Networks and Systems (WUWNet) 2014.

Thomas J. Maccarone was born in Haverhill, MA, USA, in August 1974. He received the B.S. degree in physics from the California Institute of Technology, Pasadena, CA, USA, in 1996, and the M.S. and M.Phil. degrees and the Ph.D. degree in astronomy from Yale University, New Haven, CT, USA, in 1999 and 2001.

After postdoctoral fellowships at the Scuola Internazionale Superiore di Studi Avanzati, Trieste, Italy, and the University of Amsterdam, Amsterdam, The Netherlands, he was a Lecturer and then a Reader with the School of Physics of Astronomy, University of Southampton, Southampton, U.K., from 2005 to 2012. In 2013, he moved to Texas Tech University, Lubbock, TX, USA, as an Associate Professor at the Department of Physics to help start the university’s astrophysics research program and is currently a Presidential Excellence in Research Professor at its Department of Physics and Astronomy. He has been heavily involved in efforts to plan the science cases for a wide range of new observational facilities. His main area of research is understanding the physics of accretion and radio jet production in X-ray binaries and the processes of binary formation and evolution for these systems.

Dr. Maccarone serves on advisory panels to the National Radio Astronomy Observatory and the Executive Committee of the High Energy Astrophysics Division of the American Astronomical Society.

Josep Miquel Jornet (Senior Member, IEEE) received the Engineering degree in telecommunication engineering and the M.Sc. degree in information and communication technologies from the Universitat Politècnica de Catalunya, Barcelona, Spain, in 2008, and the Ph.D. degree in electrical and computer engineering from the Georgia Institute of Technology, Atlanta, GA, USA, in August 2013.

He is currently an Associate Professor with the Department of Electrical and Computer Engineering, the Director of the Ultra-broadband Nanonetworking (UN) Laboratory, and a member of the Institute for the Wireless Internet of Things and the SMART Center, Northeastern University (NU), Boston, MA, USA. His work received more than 13 800 citations (H-index of 54 as of December 2022). His core research is in terahertz communications, in addition to wireless nano-bio-communication networks and the Internet of Nano-Things. In these areas, he has coauthored more than 220 peer-reviewed scientific publications, including one book and five U.S. patents.

Dr. Jornet was a recipient of multiple awards from IEEE and ACM, and four best paper awards. He is serving as the Lead PI on multiple grants from U.S. federal agencies, including the National Science Foundation, the Air Force Office of Scientific Research, and the Air Force Research Laboratory, as well as the industry. He is also the Editor-in-Chief of the Nano Communication Networks (Elsevier) journal and an Editor of IEEE TRANSACTIONS ON COMMUNICATIONS. He is an IEEE ComSoc Distinguished Lecturer (Class of 2022-2023).