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Ro-Boat: An Autonomous Lifeguard for Efficient Water Rescue
Team Members: Oliver Hugh, Shane Lerkvikarn, Michael Sekenski, Celine Semaan, Lia Shechter,  Tianyi (Kevin) Su

Advisor: Professor Charles DiMarzio
Abstract
We present the “Ro-Boat,” an autonomous robotic boat designed to address the critical need for rapid and effective water rescue solutions. By integrating advanced robotics, autonomous navigation systems, and sensor technologies, the Ro-Boat efficiently identifies and assists individuals in distress in aquatic environments. The system reduces the risks and delays associated with traditional rescue methods, which often require human involvement in potentially hazardous conditions.

The Ro-Boat primarily consists of a modular half-inch PVC pipe frame, allowing customization of its structure, mounting points, buoyancy, and momentum as needed, with eight additional 2-inch diameter PVC pipes for buoyancy. Propulsion is generated by three ApisQueens thrusters attached to the sides and bottom of the frame, which are controlled via PWM signals sent to a Pixhawk 4 via telemetry from the ground control station. An IP68 waterproof box mounted to the top of the frame houses all sensitive electronics. A PS4 gaming controller enables manual teleoperation, chosen for its availability and ease of use.

The Ro-Boat is also equipped with hardware integral for onboard computation, sensing, and navigation, including a Raspberry Pi 5, GPS module, and camera. The bot leverages open-source firmware for manual control, and in its autonomous mode, it utilizes a custom algorithm to detect and navigate toward drowning individuals to provide flotation. Captures are continuously taken, and by employing the You Only Look Once (YOLO) object detection model to dynamically identify and track humans in the robot’s environment, the algorithm analyzes these captured images in real-time in a parallel processing thread to update its trajectory’s yaw to reach victims in distress. A 12V 20Ah LiFePO4 battery provides system power, with a 30A circuit breaker that serves as both a master switch and an overcurrent protection mechanism. A custom power distribution board bucks the voltage down to 5V for the Raspberry Pi 5 and Pixhawk components, ensuring reliable operation across all subsystems.

Our design overcomes the limitations of conventional rescue methods, which can be slow, resource-intensive, and dangerous. The Ro-Boat offers a scalable, reliable, cost-effective, and efficient rescue solution capable of operating in a wide range of water conditions. Its robust, modular design and advanced autonomy make it suitable for deployment across diverse geographical and environmental settings. This technology holds significant potential to enhance water safety and reduce drowning incidents globally, offering a transformative approach to aquatic rescue operations.
Digital Game Board
Team Members: Marcus Feng, Yuqi Fan, Troy Hutchinson, Aidan Kaneshiro, Jaden Mack, Ryan Monahon


Advisor: Professor Masoud Salehi
Abstract

The Digital Game Board team has created a hybrid game board system that can seamlessly switch between physical and digital tabletop gaming while supporting vintage Game Boy titles, complete with state saving capabilities. The system is designed for both household consumers and board game cafes, providing diverse gaming experiences that mix the social environment of classic tabletop board games with digital advancements. In both settings, it offers durability for high-traffic use, quick game switching for a wide range of customer preferences, and built-in save states to accommodate timed gaming sessions. The development of a dual physical and digital board system introduces a new and intuitive solution to the current problems in the board game market. Traditional board games, while offering a rich, tactile experience, present challenges such as high costs, storage issues, and the lack of features like game saving and resuming. As the digital and physical board games market continues to grow, there is a clear demand for solutions that blend the best aspects of both physical and digital gaming.

To use the digital game board, the user plugs the system into an electrical outlet and waits for the Raspberry Pi to load up. Once the system is on, the Python-based program will automatically load in, allowing the user to interact with it using the 17” capacitance touch-screen display. On the main menu, there are three options that the user can choose from: “Play a Game,” “Load a Game State,” and “Play Game Boy.” By clicking the “Play a Game” button, a new window will appear where the user can choose from a list of games: chess, checkers, othello, and backgammon. Once the user has made a choice, they can flick the switch on the system to choose between the digital version or the physical version of the game. The digital version comes with all the pieces and game logic. The physical version displays a board that allows players to play with physical pieces. By clicking the physical red button, the user can return to the main menu. Clicking the black button saves the current game progress. The user can return to any saved game through the “Load a Game State” menu, where the user can also delete saved games when the user no longer needs them. The “Play Game Boy” button opens a window that will prompt the user to insert a cartridge into the cartridge reader on the system. Clicking the start game button will start reading and loading the cartridge. Once it is ready, a custom controller GUI will pop up and allow the user to play any Game Boy or Game Boy Color cartridge with the device.

For testing and validation, individuals on the team as well as friends of those team members ran multiple play tests to test out the stability and usability of the system. After each test, improvements to the system were made by fixing bugs that were noticed and implementing advice from the testers to improve user flow. It is the team’s belief that the system may have some small bugs still, but overall is an operational and easy to use system for board game play. Some future work that could be conducted with the system would be an increased game library and additional buttons for quick loading favorited games.

Interactive System for Electronic Creativity (ISEC)
Team Members: Alexandros Paliouras, Armany Peguero, Daniel Flynn, Tyler Exilien, Jazmyn Harris


Advisor: Professor Bahram Shafai
Abstract

The ISEC team has designed and built a system for digital drawing software to be used in many different environments in a portable manner. This system also includes a unique “speak-to-draw” functionality that allows the user to more effectively draw more difficult shapes and objects, which is uncommon in most digital drawing systems available today. The applications of this system are wide ranging, but it was designed most specifically for use in educational settings or graphic design settings. This device offers advantages over the alternatives because it allows for a much larger canvas as well as the speak-to-draw functionality previously mentioned. ISEC’s design revolves around red-dot tracking to create a digital drawing file based on real-life movements from the user.
In order to use ISEC, the Raspberry Pi portion of the device must be attached to a projector, which will project a blank screen that will serve as the user’s drawing canvas. The system also includes a high definition camera that is mounted on the projector and directly connected to the Raspberry Pi that will allow for precise tracking of the red-dot that is transmitted from the handheld portion of the system. The handheld portion of the design includes the red-dot laser pointer, the microphone, as well as an ESP32 board that allows for wireless communication between the user and the Raspberry Pi (done over WiFi). The wireless communication is necessary in order to control when the Raspberry Pi red-dot tracking system begins operating (initiating the drawing input) as well as capturing and sending the audio signal from the microphone when the user chooses to use the “speak-to-draw” function. The drawing and speaking functions of the ISEC are controlled by button inputs that are strategically placed on the handheld portion of the device for ease of operation (similar to a television remote). 
The system was tested exclusively in the Northeastern Electrical and Computer Engineering Capstone Lab, and went through many iterations before concluding at a final design that was able to be tested successfully. Future iterations of the ISEC would likely include improvements in software/hardware changes to upgrade wireless communication speed, as well as added inputs on the remote for user menu navigation, and a more comfortable design of the remote. It would also be worth exploring further the possibility of including a gyroscope/accelerometer in order to read the user’s hand movements, although this option was abandoned early in the design stage due to the high complexity of such a system. We anticipate that if this device were to be manufactured in a professional setting, the reliability of the hardware design and the overall cost would be greatly improved. 
The Sustainable Output for Unplugged Living (SOUL)

Team Members: Marc D’Almeida, Samantha Berlind, Rauly Fabian, Julia Rasmussen, Jordan Stewart, Kalsang Tsering

Advisor: Professor Charles DiMarzio

Abstract

There are currently no solar backpacks on the market that fit our music-producing, ethically sourced idea. Existing products, while innovative, fall short of meeting our standards due to limitations such as insufficient power output and a lack of transparency in material sourcing. For example, some backpacks rely on low-powered solar panels and lithium-ion batteries that may contain conflict minerals. These minerals are often mined in politically unstable areas where outside entities exploit local populations through forced labor under violent and oppressive conditions.

Our capstone project centers on creating an ethical, solar-powered backpack designed for music production, targeting sustainability and functionality for bedroom producers. The project addresses critical issues in material sourcing by utilizing the Solar Supply Chain Traceability Protocol to ethically source components. Solar panels were acquired from Voltaic, serving as a middleman to SunPower, ensuring traceability and ethical compliance in panel manufacturing.

The custom-built battery employs a LiFePO4 (lithium iron phosphate) chemistry in a 4s1p configuration using 32700 cylindrical cells, each tested for 5.5Ah. A programmable Battery Management System (BMS) provides fault protection, coulomb counting for state-of-charge estimation, and 0.4A cell balancing to maintain optimal cyclic performance. This compact 70.4Wh battery powers the system for approximately 3.5 hours under a typical 20W load.

For music production, the project features a single-octave MIDI keyboard powered by a Raspberry Pi Pico, programmed in Python to interface with digital audio workstations (DAWs). Push buttons connected to GPIO pins trigger MIDI notes, with the entire setup housed in a 3D-printed enclosure for portability and durability. The system also integrates an analog distortion pedal designed with an NPN transistor-based amplifier and diode clipping for enhanced sound effects. The pedal was prototyped on a breadboard and finalized with a custom PCB layout.

Testing confirmed the integration of solar, battery, and music production systems, demonstrating functionality, portability, and adherence to ethical principles. By addressing key issues such as conflict-free material sourcing and user-centered design, our project delivers a sustainable and practical solution for music production on the go.

Solar Panel Electrode Cleaning Drone (SPEC – Drone)

Team Members: Kabato Burka, Rithvik Katikaneni, Luke Morrison, Justin Soto, Patrick Rose, Nicholas Tarallo

Advisor: Professor Masoud Salehi

Abstract

The SPEC – Drone team has built a high-voltage electrode-based solar panel cleaning mechanism deployed using a drone. Solar panels placed in solar farms are commonly subject to dust accumulation, and dust buildup reduces the output, requiring the panels to be cleaned. Traditionally, a solar farm would use a water-based pressure washing system to wash dust from panels. In certain cases, panels would be scrubbed to remove dust, and in some other cases, they would be sprayed with water while being scrubbed. These solutions require a scarce and valuable natural resource – water, labor to spray and scrub panels, and scrubbing could potentially damage panels. The project overcomes all these challenges with a system that eliminates the need for water, scrubbing, and manual labor.

The project has five subsystems: a drone, winch, cleaning mechanism, solar panel housing, and high-voltage system. The drone, which Northeastern University’s Aerospace Club generously provided, was equipped with a GPS by the team to locate itself atop the solar panel precisely. The drone-mounted controlled winch precisely lowers and raises the cleaning mechanism towards and away from the solar panel while the drone hovers safely. The cleaning mechanism moves an aluminum electrode back and forth using a linear actuator, displacing dust particles on top of the solar panel and a directed compressed air system, which blows these particles off. An attached distance sensor ensures the electrode avoids touching the panel, guiding the winch to adjust. The solar panel sits under conductive Indium Tin Oxide glass that acts as a bottom electrode as the aluminum electrode hovers over it to help generate the electrostatic current required to displace the dust particles. The solar panel housing has a voltage monitoring system to inform solar panel voltage output and indicate when another cleaning cycle is recommended. An additional aspect of the full system requires a high-voltage power supply that produces an output from 0 – 10 KV DC controlled using a 10kΩ potentiometer in increments. Exposure of approximately 4 cm air gap between the top and bottom electrode completes that circuit to initiate the power supply to operate and begin cleaning. WiFi-communicating ESP32 microcontrollers allowed the electronics to operate cohesively on the same network, enabling the winch, the cleaning mechanism, and the solar panel housing to cross-communicate.

All subsystems were built individually and later integrated. Initial testing on each subsystem ensured all aspects of the project worked before integration. A full system test confirmed functionality after integration. The team considers this project a strong proof of concept and envisions it as the future of solar panel cleaning. Although when deployed commercially, the drone would be made larger, the mechanism would be tilted to account for panel placement in solar farms, and the high voltage supply would be moved onto the drone itself.
Canopy Power: A Solar-Powered Beach Umbrella
Team Members: Emily Hutchins, Abigail Johnson, Grace Irwin, Samantha Moy, Ryan Brueckner

Advisor: Professor Bahram Shafai
Abstract

The purpose of this project is to create a beach umbrella that harnesses solar power to charge devices while outdoors. With an increasing focus on climate change and reducing carbon footprint, a growing need exists for more sustainable alternatives to traditional methods of charging devices. Furthermore, as technology becomes seamlessly integrated into daily lives, consumers become increasingly reliant on their personal devices to remain constantly connected to the workplace and personal matters.

Our design consists of a collapsible beach umbrella with flexible solar panels to allow for compact travel to keep the umbrella as mobile as a typical beach umbrella. There are eight solar panels on top of the umbrella that were measured to provide 10-20 watts. The solar panels are arranged in pairs with the two panels in a pair being connected in series, and all of the pairs being connected together in parallel. The typical USB to charge an iPhone requires five volts, allowing users to easily charge up to two phones at the same time. The umbrella also has two 3.7-volt batteries to store energy when devices are not plugged in.

Our design contains two PCBs. The first board sends power from the batteries to two USB ports. Additionally, it reads voltage and current measurements to determine the charge level of the batteries and detect when devices are charging. This PCB also uses Bluetooth to send data to the website. The second PCB utilizes maximum power point tracking, or MPPT. Solar panels do not always receive the same amount of sunlight, depending on the time of day or the cloud conditions. MPPT is a technique that varies the duty cycle of a buck converter based on current and voltage readings to maximize the power draw.

To attach our PCBs to the umbrellas and maintain aesthetics, we designed two enclosed holders on SolidWorks. We built an associated webpage for the project that connects to the solar umbrella via Bluetooth. Users can click a button to connect or disconnect from the umbrella. Once connected, statistics are displayed for the battery level, points earned, and fossil fuel savings. A point system awards the user points when charging the device. It also determines the amount of fossil fuels they have saved by using solar power to charge their devices to incentive the user to both use the product and to seek clean energy sources like solar power.

Testing was conducted throughout the process of building this project. Both PCB boards were tested and measured to ensure that everything worked as expected. Additionally, the solar panels were tested outside with variable resistances to find the maximum voltage and current output from the solar panels. This was done to ensure that the eight solar panels produced enough energy to charge two devices. We also collected data by monitoring the charge level of the batteries while the umbrella was in sunlight. All of these tests showed our design worked as expected to charge two devices.

Two-Factor Authentication Door Access Device
Team Members: Evan Gurry, Jin Hwang, Marty Sullaway, Reid Chandler, Oreste Olimpo, Connor Albright

Advisor: Professor Charles A. DiMarzio
Abstract

In workplace environments, security is a critical component of modern infrastructure. Whether it be through cybersecurity or more traditional measures, companies seek effective methods to safeguard proprietary information and the safety of their employees. The 2FA Door Access Device team will highlight a design and implementation approach to this issue in hopes for an efficient means of security for secure environments through the use of a multi-factor authentication (MFA) system in door locks. The device is to be used in a variety of environments from workplace security structures to buildings facilitating restricted areas. Basic locking methods such as password-based authentication are becoming more unreliable due to threats such as phishing, password theft, and brute force hacking. This leaves entrances to restricted or sensitive areas in the workplace vulnerable as in some cases, only low-level security is employed such as single passcodes or other similar methods. To ensure site security, a proposed MFA system integrates different methods of verification, which combines something the user knows (door entrance code), something the user has (RFID card), and something the user is (AWS facial recognition / IR confirmation).
The device utilizes the Raspberry Pi Compute Module (CM4) that uses an embedded Linux System-On-Module (SOM) as the main control unit. This is the control basis of the device, which collects the information gathered from sensors and cameras of the system. The user’s information is saved in a cloud database, accessible through a web application. The database contains the information regarding photo matches for facial recognition, sign-in codes for the system, and user serial codes for personal RFID cards. To utilize the system, the user either enters a sign-in code or scans their personal RFID card to begin the sign-in process. The RFID tag reader is configured near contact operating at 13.56MHz. This prompts the system to take an image of the user to confirm a facial scan with the Amazon Web Services (AWS S3/ AWS Lambda) facial recognition system, achieved through the web application housing the user’s information on the cloud. Simultaneously, the IR sensor scans the environment to confirm the user is physically present, preventing facial recognition from being fooled via a photograph or other visual method. Once either the RFID tag or code is confirmed, along with the facial recognition and IR sensor being confirmed afterwards, the user unlocks the system. 
For testing and validation of this device, the development RPI CM4 IO board was utilized to integrate the Raspberry Pi 4 compute module with the necessary modules for the system, including the RPI Camera Module 3, IR sense chip (Adafruit MLX90640 breakout board), RFID RC522 tag reader chip, and the RPI LCD display module for the user’s interaction. This was completed in the Northeastern Capstone Lab, in which the test began with creating a user profile on the website. This gave the database a reference photo of the user, a passcode to input on said device, and RFID information for the user to interact with the device through the tag reader. Then the first method of authentication was tested being either the entry of the passcode on the LCD touchscreen or scanning the RFID card on the tag reader. Once accepted by the system, the next authentication method is employed where a photo of the user is taken and sent to the cloud database for comparison with the reference photo. This is confirmed by AWS and the IR sensor where a successful match would allow the system to be accessed by the user. 

MedSafe 

(Temperature Controlled Pharmaceutical Delivery Box) 
Team Members: Aiden Benjamin, Shawn Charles, Priyam Modi, Tyler Vasquez, Moses Yawe, Frank Zizzo


Advisor: Professor Masoud Salehi
Abstract

The MedSafe team has created a system for the prolonged delivery of temperature-sensitive medication, providing a consumer-facing product designed to integrate security and user interface for ease of use. This system is intended to be placed outside of a user’s home, acting as a dropbox for regularly scheduled medication delivery in which the medication must be held at a particular temperature, such as insulin. Current solutions are simply dense foam boxes shipped with ice packs, which are not only wasteful but lack the necessary security and longevity that is vital for potentially life-sustaining medication. MedSafe’s design proposes using Peltier coolers to create a small device which can be left in front of a user’s door, while also integrating a web app and database for users to monitor, schedule, and communicate with their device.

The device is intended to be placed outside of the front door of a user's home, powered via an outlet, and will remain in an idle state when not interacted with. When first plugged in, the device will create a local access point that the user can connect to to set up the device. The user will enter Wi-Fi credentials and 4-digit pin to unlock or reset the device through this access point. Users may tell the device which days they expect to receive medication, and the temperature, typically between 2 and 8 degrees Celsius, at which that medication must be held at. The device will remain unlocked and not running until it senses a package is dropped off. At this point, it will lock, begin cooling, and regulate to the required temperature for an indefinite amount of time. When the box is unlocked via a PIN pad on the device itself, and the medication is removed, the device will turn off to conserve energy and wait until it knows another delivery is expected. Cooling is regulated through an adjustable buck regulator, controlled by an ESP32 microcontroller. The ESP32 receives information from the user interface and will regulate to the necessary temperature by controlling the power output to the coolers, as well as ensuring the device is locked, reading inputs from the keypad, and taking measurements as temperature feedback through a thermistor mounted inside of the enclosure. 

Users use the web interface to communicate with the ESP32. The flask python web application provides the frontend service. Then, a MySQL database runs the backend which stores user information including box, password, and email. The passwords are encrypted using bcrypt module to ensure security. The web application along with the backend is ran using a docker container containing all project services so that it can all be run together and service health can be tracked. Testing of the MedSafe has validated its ability to reliably maintain our desired temperature range and securely manage deliveries. Based on these results, the team envisions this system as a scalable system, not only for individual consumers but also as a potential product for pharmacies and other health care providers with a need to preserve and protect lifesaving medication.

SugarScope
Team Members: Claire Adner, Garrett Hockey, Ethan Kjersgard, Kellan McCarthy, Jake Ross, Kennedy Scheimreif

Advisor: Professor Bahram Shafai
Abstract

Over 400 million people worldwide live with diabetes, a chronic condition that requires regular blood glucose monitoring, usually through needle-based finger prick tests or continuous glucose monitors. 

For many diabetics, the discomfort and inconvenience of these invasive monitoring methods discourage consistent management, leading to avoidable crises and emergencies. SugarScope is a noninvasive device that uses an optical sensor to provide blood glucose estimates, offering a painless and affordable alternative to improve the quality of life for those managing this complex disease. 

SugarScope uses visible and near-infrared spectroscopy to generate photoplethysmography (PPG) data by shining light through the user’s fingertip. This data is analyzed to measure the phase delay between oxyhemoglobin and deoxyhemoglobin in the bloodstream. A unique algorithm then integrates advanced digital filtering and signal processing to compute a metabolic index closely correlated with glucose levels. 

To use SugarScope, the user places their finger into the soft-clamping opening, which aligns it with the optical and temperature sensors. After approximately ten minutes (in the current iteration), sufficient PPG data is collected, and the glucose estimate is displayed on a built-in screen. The system’s modular design integrates three custom PCBs to accommodate its sleek and portable form factor: the Sensor PCB regulates light and temperature sensors, the Power PCB manages a rechargeable battery with buck/boost voltage regulation, and the Control PCB operates a microcontroller (MCU) for sensor control, data processing, and connectivity. The firmware processes raw PPG signals collected from the light sensors, applying advanced filtering and signal processing techniques including a Butterworth bandpass filter, Fast Fourier Transform, and phase delay calculations. A unique algorithm, based on recent research from xx, is then applied to translate sensor data into a metabolic index that is used to estimate blood glucose. The result is a non-invasive user-friendly solution to blood glucose monitoring. 

To assess the reliability and accuracy of SugarScope, the team has conducted a comparative analysis between data collected from the device and a continuous glucose monitor over the same period. The results demonstrate that SugarScope’s readings fall within an acceptable error range, as determined by the Parks Grid Error Analysis – the National Institute of Health’s standard for evaluating the efficacy of glucose monitoring systems. These findings highlight SugarScope’s potential as a non-invasive alternative to traditional methods. Next steps include reducing the measurement time by refining the signal processing algorithm and further improving the software and hardware to enhance usability and accuracy.
Soluna: A Wireless Alarm System for 

Enhanced Sleep and Morning Routines

Team Members: Nicholas Cotaj, Maya De Los Santos, Samantha Diaz, Tyree Doss, Omar Kolkas, Zachary Walker-Liang
Advisor: Professor Charles DiMarzio
Abstract
Researchers have found that our internal clock, or circadian rhythm, naturally regulates sleep and wake times, but modern life often disrupts these cues with electronic devices, busy schedules, blue light, and noise. An alarm clock can help reestablish or adjust our internal clocks, ensuring we wake up on time and feel less groggy in the morning. Moreover, having a separate device for an alarm clock limits phone use before bed and first thing in the morning, offering protection from additional disruptions to our sleep cycle. Unfortunately, current alarm clocks on the market either use jarring wakeup methods or focus solely on aesthetics, often failing to get users out of bed. 

Our project, “Soluna,” is a smart alarm clock designed to address all the common issues associated with traditional alarms. Composed of two devices (referred to as the alarm clock and docking station), our system gradually wakes users up with increasing light and a soothing sound from the alarm clock, gently easing them out of sleep and reducing cortisol-triggered stress. To ensure they fully awaken, Soluna requires users to get out of bed to turn off the alarm by placing a magnetic character on the docking station across the room in place of a snooze button. This innovative approach helps prevent sleep anxiety and additional cortisol triggers from repeated alarms. When the user is ready to sleep, they will place the magnetic character back on the alarm clock, which starts the system’s night mode. At this point, white noise will begin to play with soft light that gradually decreases until both features turn off after 15 minutes, which is the time it typically takes people to fall asleep. Soluna uses red-light therapy for the LED lights to boost melatonin production, promoting better sleep. Finally, a wireless charger placed in the lockbox of the docking station allows users to prepare for the next day while limiting screen time before and after sleep.

To facilitate wireless communication between the alarm clock and docking station we programmed two ESP32-S3 microcontrollers to use Wi-Fi/HTTP to routinely send updates to check when to initiate morning and nighttime mode features according to the alarm time set by the user. The ESP32-S3’s ability to handle multiple input and output tasks simultaneously makes it ideal for managing the various subassemblies on both main assemblies. The completion of this project totaled roughly $450, staying well within our allotted budget of $700. With Soluna, our team hopes to help users enjoy a more relaxed and energized start to their day, free from the pitfalls of traditional alarm clocks.
SafeGuard Alarm System

Team Members: Lucca Wu, Minghao Zhu, Samarth Bhardwaj, Junyan Dai, and Noah Assam

Advisor: Professor Masoud Salehi

Abstract

Falls among older adults are a significant public health concern, often leading to serious injuries, hospitalizations, and in some cases, long-term disability or death. Current statistics indicate that one in four older adults falls each year in the United States, resulting in over 3 million emergency room visits. Existing fall detection solutions, such as wearable devices and environmental sensor-based systems, address some aspects of the problem but have notable limitations. Wearable devices depend heavily on user compliance, require regular charging, and may not detect subtle or atypical fall events. Environmental sensor systems often raise privacy concerns due to their reliance on cameras and can be complex to install, with high false alarm rates.

SafeGuard utilizes an advanced multi-sensor architecture to ensure real-time, accurate and privacy-preserving fall detection. SafeGuard employs an advanced multi-sensor architecture and a comprehensive software solution to ensure real-time, accurate, and privacy-preserving fall detection. The system integrates a suite of sensors, including a millimeter-wave radar, passive infrared (PIR) sensors, and audio sensors. The millimeter-wave radar provides detailed motion and velocity data, the PIR sensors detect changes in infrared radiation to recognize human presence, and the audio sensors detect sounds associated with distress or impact. This sensor fusion framework enhances detection accuracy while minimizing false alarms .The system collects data from PIR and audio sensors via ESP32 modules, which transmit the sensor data to the Raspberry Pi. The Raspberry Pi processes the received data and uploads it to Firebase for real-time synchronization and storage.

Beyond hardware components, the SafeGuard system’s makes use of an Android app to facilitate communication between the sensor network and the client. The user-friendly mobile app centralizes system control, providing caretakers with real-time notifications and emergency communications. Moreover, the mobile app allows for managing user profiles and emergency contacts and offers configurable settings for personalized alerts. Firebase Authentication ensures secure user access, while Firebase Cloud Messaging facilitates instant notification delivery. The app also enables remote monitoring, giving caregivers peace of mind through continuous updates on the user's status. The app communicates with the embedded system network by having the Raspberry Pi set up a wireless access point, which the app then connects to and receives data from.SafeGuard aims to significantly improve the quality of life for elderly individuals by providing a reliable, non-intrusive, and effective fall detection and warning system, thereby reducing the risks associated with falls and enabling prompt assistance when needed.

System for Envisioning Environment (SEE)

Team Members: Daniel Klevak, Jasmine Sajna, Ethan Shan, Jason Touma, Kai Webber

Advisor: Professor Bahram Shafai

Abstract
The System for Envisioning Environment (SEE) team, has developed a discreet visual assistive walking aid, empowering vision-impaired individuals with an alternative to the traditional cane or guide dog. Using ultrasonic sensing, stereovision and computer vision systems, SEE employs two modes of detection for obstacles at varying heights–from ground level to head-height. This system addresses concerns that traditional visual aids (canes and guide dogs) can make individuals more noticeable and perceived as vulnerable by providing users a less conspicuous option. By freeing users from handheld tools or animal companions, SEE not only enables a sense of normalcy but also independence.
To use SEE, users dress themselves with three embedded wearable components–two shoes and a hat. The embedded system of the shoes both employ the Arduino Nano 33 BLE Rev2, each using waterproof RCWL-1670 ultrasonic ranging modules to capture distance to obstacles at the front and outer side of the foot. The acceleration data from the on-board BMI270 and BMM150 IMUs of the Arduino is used to verify the accuracy of obstacle detections before triggering haptic motors connected to the two distance sensors on each foot. During a typical gait pattern, as the foot retracts and moves forward, it naturally angles downward motion that often detects the floor. This predictable floor detection does not require alerting the user, as it is intuitively recognized and not considered a hazard. The depth and alert range of the shoe systems are designed to facilitate a smooth transition from canes by utilizing similar principles. The depth and image recognition capabilities of the hat are powered by a Raspberry Pi CM4, connected to a Waveshare dual imx-219 binocular camera module. SEE leverages OpenCV and YOLO by Ultralytics to measure distances and identify objects. A button press trigger tells the CM4 to run image recognition, while stereovision is constantly active to enable real time obstacle detection. The hat employs two speakers to notify the user accordingly. An IMU built into the Waveshare Stereovision module is used for ground distance calculation omitted from notifications. 
For testing and validation, obstacle detections were tested by placing various objects/people around the line of sight of both distance detection systems. The results indicated that the ultrasonic sensors of the shoe caught objects as short as 0.09 inches tall within one foot, and correctly detected objects outwards at a ~20° angle. The stereoscopic camera system was tested with pictures taken at different distances along a measuring tape. The readings of the camera were tested against the real values displayed on the measuring tape. The system was found to be functional and accurate within distances between 1m and 10m. Although the measurements produced did have some error, they were found to be accurate enough to support timely and useful notifications to the user. 

Pedestrian Awareness and Warning System (PAWS)
Team Members: Andre Agostinelli, Jack Bassick, Kelly Choate, Melissa Jiang, Vincent Li, Julius Murphy

Advisor: Professor Charles Dimarzio 

Abstract
The Pedestrian Awareness and Warning System was developed to improve cyclist awareness and autonomy in hazardous situations by projecting a visible warning design on the ground using lasers. When looking at the future of transportation, cycling stands out as an environmentally friendly, cost-efficient, and healthy option. However, these individuals are among the most vulnerable road users, with a disproportionate number injured or killed in accidents each year. 

The initial concept involved displaying the predicted and maximum turn radii of large vehicles. After consulting with Professor Furth, a Civil and Environmental Engineering Professor at Northeastern University, we decided to rework our design based on his feedback. He emphasized that cyclists may feel too comfortable with the design, which can be misleading given the unpredictability of swift, shark hook turns made by trucks. Our redesigned pattern became 4 parallel green lines, spanning the length of a vehicle or trailer, and a red octagon, imitating a stop sign. This redesign prioritizes safety, visibility, and intuitiveness by showing the cyclist that they are in the blind spot of the vehicle.

Through laser research, we determined that Class II lasers would provide the maximum visibility while remaining safe in the event of accidental eye exposure. The visibility of our design was limited from the actual design, in addition to, the maximum power output of the lasers. The Class II lasers are limited to 1mW of power output; however, green laser diodes have the most lumens per wattage, making them appear more visible than red or purple. The use of four parallel green lines increases the visibility of the design to the cyclists. Additionally, the system is synchronized with the vehicle's turn signal by receiving data through a photodiode, leveraging the human eye’s heightened sensitivity to changes in light. Using dual colors–red and green–maximizes contrast over varying materials, ensuring adaptability to different environments.  

The final consideration was the intuitiveness of our design. Green is often associated with safety and a “go” signal. Conversely, the red octagon reinforces the warning that the cyclist is in a hazardous zone. The red octagon is generated using galvanometer mirrors and a red laser diode, ensuring precise projection with minimal light loss. This setup allows for a compact, lightweight device that can be mounted on vehicles to enhance road safety for cyclists and pedestrians. 

FloVis Acoustic Flowmeter System (AFS)
Team Members: Yash Sahoo, Lanny Tseng, Jack Zuo, Nicholas Walton,
Jonah Saunders

Advisor: Professor Bahram Shafai
Abstract

Non-invasive measurement techniques are a versatile solution to typical fluid monitoring applications. In pipeline systems, characterization of elements such as flow rate and flow velocity is paramount to early prognostics and system monitoring. Common non-invasive imaging techniques for fluid systems include acoustic solutions with time-of-flight, the Coriolis effect and doppler effect measurement methods being particularly popular. Our project validates and designs a hybrid, non-invasive flow meter using multiple acoustic measurement methods. This project references design criteria, processes, and specific technologies to enable a minimum viable product. We characterize flow-rate and other unique features such as flow velocity profile, whilst focusing on the Internet of Things (IoT) integration of the device network.

The AFS takes a unique approach in characterizing fluid velocity by using both time-of-flight (TOF) and doppler characterization methods. By using this hybrid approach, AFS may characterize a variety of systems including multiphase medium sand heterogeneous particulate mixtures. The hybrid system is able to derive fluid flow profile with an estimate Reynolds number for concentric pipes and channels—without a need for extensive preparation or existing sensing infrastructure. 

Using AFS requires mounting of—at minimum—two piezoelectric transducers at a known distance apart. AFS can be deployed on a pipeline, minimally requiring measurement tools, epoxy, and the known pipeline diameter. AFS periodically captures measurement data for prognostics to alert large changes in a pipe system. The TOF method is used to calculate the speed of sound within an unknown medium. This facilitates the use of doppler measurement, calculating average fluid velocity and instantaneous fluid velocities. AFS will output system data, including estimated mechanical properties of the fluid. 

For testing and validation, a structure using different pipe sizes and pumps was used collect trial data. The flow rate of the pumps were measured to obtain the theoretical fluid velocity in each pipe. Results indicate that our time-of-flight measurements are statistically precise across a variation of many trials, but do not connote measurement accuracy within our test setup. The accuracy of our measurement results fall within  a large statistical variance related by propagated measurement errors and estimations. We determine AFS to be precise and unbeknownst to its accuracy. However, if the TOF measurement determined by AFS is deemed accurate, then the system would be a practical and easy to implement fluid monitoring system—determining unique fluid properties in excess of flow-monitoring. 

Posture Best
Team Members: Madeline Coco, Kaitlyn O’Flaherty, Anson Bridges, Grant Petersen, and Rostyslav Rozhok

Advisor: Professor Charles A. DiMarzio

Abstract

Widespread and prolonged sitting and screen-viewing have rendered poor posture an increasingly common concern in industrialized nations. Though it is impossible to entirely negate the effects of a sedentary lifestyle while remaining sedentary, conscious maintenance of proper posture can mitigate some of the physical decay that idleness promotes. Therefore it may be of use to those who spend considerable time on smartphones, using a computer, or sitting to have a means of passively monitoring and analyzing their posture throughout the day, whereby they may be able to improve it.

This project presents the design and development of an electronic vest that wirelessly connects to a mobile application to provide real-time and historical feedback on user posture. The vest consists of a fabric undershirt with fittings for a detachable electronic apparatus that leverages an STM32WB10CC, a low power, Bluetooth® Low Energy (BLE) enabled microprocessor from STMicroelectronics, and several ICM-20948 low power inertial measurement sensors from TDK to monitor the alignment of the wearer’s spine and shoulders. These sensors are placed across the relevant regions back of the vest, such that key posture features are discernable from their orientations. On-board communication takes place via I2C, which is multiplexed in order to circumvent the ICM-20948’s limited address space. The electronic apparatus is powered by a detachable rechargeable battery pack that incorporates a lithium ion battery, a lithium ion charging IC, an output voltage regulation and shutoff IC (3.3V), and battery voltage indicator LEDs. 

Using Bluetooth® Low Energy (BLE), the vest wirelessly transmits sensor orientation data to an iOS app, which determines an estimate of the user’s posture from the relative orientations of these sensors. The app then analyzes aspects of the realized posture and scores them, and records these readings with a timestamp. In addition to being provided reminders and notifications, the user can improve by reviewing how characteristics of their posture have progressed over time. The system is designed to be comfortable, unobtrusive, and easy to use, making it suitable for a wide range of users and activities. 

“Nomad Screen” Portable Projector System
Team Members: Mark Stouffer, Michael Mechenko, Trin Rist, Charles Zhao, Sebastian Gould


Advisor: Professor Charles DiMarzio

Abstract

The Nomad Screen team has designed and built a compact, portable projector system for playing movies and video files in any environment, without requiring external power. This system can be used recreationally, such as to watch movies while camping outdoors, or professionally, such as to play back a premade video presentation without the hassle of dealing with in-room projectors. While many compact, low-power projectors are already available for sale, none of these products can store video files internally, requiring an external computer for video output, and none can run on battery power, requiring power from a wall outlet. By contrast, the Nomad Screen can play content in full 1080p HD at a strong enough brightness to view in a lit room, for at least 10 hours of battery life, without a single external connection needed.

To use the Nomad Screen, the user only needs to charge the battery, connect a computer over WiFi or a cabled connection, and store the decided media files. Battery power is provided by a 144-Wh lithium-ion battery pack, which can be charged from an empty voltage of 21.6 V to a full voltage of 33.6 V in roughly one hour by the external charging unit. The user then inserts the battery into the device and powers it on. File transfer is directed by an application on the target device, which lists the media currently available on the Nomad Screen, and allows you to drag and drop whichever content the user wants. Once the battery is charged and the desired content is loaded, the device is ready to play back videos. An onboard GUI grants the user the ability to search for and sort through all the files on the device, control its output volume, and programmatically shut down the device.
Testing and validation was done systematically as we received the materials needed for construction. First, the Nomad Screen’s evaluation board was configured until it ran operationally on our Raspberry Pi, using a standard power supply connection. When satisfactory functionality has been reached, work on the projector and file transfer applications were intensified, while concurrently working on the battery and charging systems. Push button inputs were mapped to the Pi using a microcontroller. When all of the base functionality was completed, various case prototypes were tested until a proper enclosure was chosen. The Nomad Screen provides users with an ideal portable media-viewing experience that offers unmatched flexibility with its portable service and extensive battery life.

