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Reel Feel
Team Members: Emma Sommers, Dean Saifi, David Weger, Jaiden Alessio, Gray Barnum, 

                             Pat Sanpietro

Advisor: Professor Canek Fuentes

Abstract

A movie’s soundtrack and sound effects are an integral part of the viewing experience. For deaf and hard of hearing viewers, there are few practical and affordable solutions to replace the impact of these sonic elements. Existing solutions such as a bass boosted vest only amplify frequencies and are inconvenient for everyday use. The Reel Feel is a chair that uses geographical mapping of sounds to motors to deliver unique, curated haptic feedback to the user. This feedback allows users to distinguish different characteristics of sounds in the soundtrack, which greatly enhances the viewing experience, especially for viewers with hearing loss. The electronics are physically integrated into the chair unobtrusively so that the original comfort of the chair is maintained, making it ideal for casual, at-home use.

To prepare a movie clip for the chair, an AI splitter is used to isolate significant instruments and effects in the soundtrack. These isolated audio files are further refined manually in audacity. A MATLAB script analyzes the amplitudes of each file and creates command files for the chair. The chair contains an array of vibrational motors on each armrest that deliver haptic feedback to the users. The hardware and software is responsible for parsing command files and sending commands to each motor at the appropriate time. A VLC plugin integrates the media player with the software to allow the user to start the movie and chair in sync. Each armrest has an array of six ERM motors controlled by an Arduino Nano. Each motor has its own motor driver circuitry that uses a buck converter topology to convert an Arduino PWM signal to the desired analog voltage to drive the motor. 

To demonstrate the merits of the chair, a clip from ‘Jurassic Park’ was processed and shown to a viewer with hearing loss. First, she was shown the clip with no context for the buzzer mapping. Then the corresponding sounds for each motor were revealed and she was shown the clip again. Her feedback was extremely positive, and she even stated that she would pay up to $1000 for a fully functional Reel Feel. She was able to deduce the mapping for certain sounds after the first viewing, and after the exact mapping was revealed, she commented that the layout felt intuitive and heightened the impact of seeing the dinosaurs on screen. In particular, she thought that Reel Feel could be very useful for people who use hearing aids, explaining that she sometimes watches without sound because it’s easier to watch without her implant. The Reel Feel would allow for easier set up without sacrificing the experience that a soundtrack provides.

Comprehensive Hazard Response and Information System (CHRIS)
Team Members: August Eriksson, Siddharth Chenrayan, Yunkai Hu, Celia Block, Brian Lai


Advisor: Professor Milad Siami

Abstract

The CHRIS team has engineered a versatile wireless robotic rover coupled with a hazard response and information system to assist first responders, offering swift deployment in navigating natural disasters or collapsed building sites while locating and rescuing survivors. Efficiency and safety are paramount at disaster sites, where responders face the challenging task of rescuing survivors while ensuring their own safety. Current methods vary based on available equipment and site information, often leaving responders uncertain about the presence of survivors or the condition of the site. Introducing a multipurpose solution that prioritizes safety and efficiency can significantly impact life-saving efforts. CHRIS proposes cost-effective and adaptable technology to aid first responders in disaster scenarios.
The system comprises a robot rover and a base station. The rover, based on the MIT racecar, includes a ZED Stereo Camera, NVIDIA Jetson TX2 as its main processor, a Vehicle Electric Speed Controller (VESC), and a reliable chassis. It also includes one LiPo battery for the motor and one external battery for the Jetson. The rover will be equipped with a sensor with temperature, humidity, and pressure data, a thermal camera to aid vision, a two-way audio system for communication, and an LED Floodlight for vision in dark environments. These features are operable via the rover’s joystick controller remotely from the base station. To freely wander across different terrains, the rover is equipped with more reliable wheels and a protective shell. The software of the system will be written using Robot Operating System (ROS). The process used to map the environment is Visual SLAM (Simultaneous Localization and Mapping), mainly using the ZED stereo camera’s depth sensing and positional tracking capabilities. The base station is a computer remotely connected with Jetson over 2.4 GHz WLAN communication. It houses the Graphic User Interface (GUI) for the robot using OpenGL, with the live video feed relayed from the robot and a real-time spatial mapping construction for users to view as the robot traverses its environment. The base station also displays live temperature, humidity, pressure, and altitude readouts alongside a live thermal camera feed with object detection and notifications. Besides controlling the movements of the rover, it also supports push-to-talk audio communication with the rover and adding markers to the finalized spatial mapping file. The system relies on maintaining consistent communication between the robot and the base station over RabbitMQ. 

Testing and validation were conducted in tunnels under the Northeastern campus, including situations where an internet connection is not present, using our own router. The system had full functionality under such conditions, supporting a range of over 10 meters depending on router quality. Output includes OBJ files of environmental mapping with optional markers placed on the map. Future improvement may include employing 4G/5G instead of WiFi, developing a more robust hardware build for rougher terrain, and autonomous recovery after lost connection. 

PTT-Based Blood Pressure Monitor (PBPM)
Team Members: Mario Lanzilotta, Tej Vyas, Andrew Bristow, Kayshihant Shankar, Jasper Kimball,  

                              Samuel Burke

Advisor: Professor Thomas Consi

Abstract

The PBPM team has designed and built a device for ambulatory and constant blood pressure monitoring. This allows for not only the ability to measure one’s own health at any time but also removes the inconvenience of having to carry a bulky blood pressure cuff or visiting a doctor for a reading. Having the capability to see the user’s blood pressure value at any time leads to the ability to take a proactive approach to their own health rather than a reactive approach when symptoms arrive. This ability holds particular importance to those with hypotension or hypertension, also known as low blood pressure and high blood pressure respectively. The companion app to the device will alert the user of spikes in blood pressure or abnormally high or low averages, allowing for those at risk to prepare themselves or take appropriate measures.

To use the PBPM, the user must first calibrate the device to his or her body, requiring either a personal blood pressure cuff or one from their doctor. Then, the user attaches two Photoplethysmography (PPG) sensors to his or her arm, one on the upper bicep and the other on the wrist. These two sensors then record one PPG signal each over a two second interval and send it to the core microprocessor. Since this signal travels at a distinct Pulse Wave Velocity (PWV) and the sensors are situated at different locations on the user’s arm, the readings that are transmitted to the microprocessor will be offset by a certain time value known as the Pulse Transmit Time (PTT). To determine the PTT between the two readings, the two signals are put into a cross correlation algorithm that compares the similarity of the two signals when one is offset by a certain time value. Since these two signals are the same PPG waveform taken at different times, the time delay at which the two signals are most similar is equal to the PTT. From there, this PTT is used in our blood pressure algorithm based mainly on the Moens-Korteweg and Bramwell-Hill equations. Using a gold standard blood pressure cuff and the PTT, the algorithm can be used to calibrate constants tailored to each user. From there onwards, the system will be able to calculate the blood pressure of the wearer at any time using the constant PTT readings from the sensor in combination with the tailored algorithm. These blood pressure values are then sent to the companion app through Bluetooth, which can be downloaded on any Android device. The app monitors blood pressure and will alert the user to major changes in blood pressure levels and tips to keep them stable. Furthermore, it offers the option to determine the calibration constants again should the need arise.
To test the device, it was divided into five separate subsystems: the sensors, the microprocessor, the PTT calculation, the blood pressure algorithm, and the app. Each subsystem was first tested individually to remove any major issues before connecting the entire system to confirm full operation. Furthermore, each PPG sensor relies mostly on light emission and absorption to take readings, so subjects were chosen with different physical and physiological characteristics to ensure that proper readings could be taken on any user. 

Underwater Acoustic Transducer Geolocation System
Project Yellow Submarine

Team Members: Kartikey Agarwal, Andrew Bergquist, Ergest Beshaj, Dmitry Matveev, 

                             Beau Shion Ward, Tae Yang

Advisor: Bahram Shafai

Abstract

The Yellow submarine group designed, built and field tested a low cost underwater ‘GPS-like’ localization system. The objective was to build a relatively low-cost system to locate objects in 3D space underwater. High-Frequency EM waves are heavily attenuated underwater, making technologies like Wifi, GPS, Bluetooth and radio entirely ineffective, hence acoustic frequencies are used. 3 custom buoys and a boat, equipped with sophisticated acoustic transducers, driving electronics and sensors were implemented for this project. There is tremendous potential for such a low-cost system for research/academic UUVs where current solutions cost on the order of tens of thousands of dollars, if not, hundreds. As with GPS, bringing localization capability at a low cost can have tremendous unrealized potential such as complex mapping projects, tracking specific fish, human divers, etc.

We demonstrated this capability by creating 2 sub-systems: Time of Flight and underwater high speed OFDM modulated communications. This clever split in technology was a crucial innovation, allowing us to maximize data throughput, while minimizing time-stamp error caused by multipath by using on-off-keying. This was accomplished by considerable development on the hardware and software algorithm front. We record the time of flight of a signal from the transmitter on the boat to an array of 3 beacons, giving us enough data points to geolocate in 2 dimensions using a single signal transmission. A barometer is utilized to determine the depth. All nodes are equipped with GPS for time-synchronization, long-range radio (LoRA), Raspberry pi, STM32 Nucleo, Custom 300V TX or RX filter-amplifier board, along with other power management electronics.

To geolocate the boat, a transmit signal is sent using the 1 Mhz DAC on the STM32 and amplified to 300V using custom designed power electronics. This triggers a timestamp, saved on the Raspberry pi, which transmits it over LoRA when requested. The 300V signal is modulated to contain data, a preamble and checksum. When this signal is picked up by the RX, it is filtered using an analog band-pass filter, amplified with a gain stage, and passed to an ADC running at 1Mhz. It is also passed to a comparator, which generates a rising edge (OOK), that is used as the RX time-stamp, hence making use of our unique 2 system innovation. Time is synchronized at a rate of 1Hz from GPS, with onboard clocks interpolating between each second for the time of flight. All nodes communicate via LoRA to the user on the ground. We have measured exceptional performance for our OFDM communications, measuring an error rate < 5% at distances around 20m (pool testing). 

RideSense
Team Members: Chris Corcoran, Luke DePinho, Annette Michel, Sophia Wang, Rayan Yedaly

Advisor: Professor Canek Fuentes

Biking accidents can be extremely costly, with health care and income costs exceeding $23 billion, and the number of accidents are increasing annually, with a 16% increase in preventable fatalities from bicycle accidents in 2020 alone [1, 2]. Every year, there are nearly 1,000 deaths and 130,000 injuries due to accidents involving bicycles [1]. With the leading cause of these accidents cited as distracted driving [3], distracted bike navigation can be dangerous and there is no current safety driven solution. The existing solutions merely reduce distractions without fully removing them. One solution is to mount a phone to the bicycle for navigation, which requires the operator to look at their phone, further distracting the user from the road. Another solution that exists is utilizing auditory navigation through earbuds or headphones. This option impedes the user’s ability to listen to their surroundings and can prove ineffective in noisy environments.

Our solution, Ridesense, aims to be simple and intuitive, maintaining the same biking experience while mitigating the various hazards a cyclist may face on the road. By leveraging haptic feedback, our product delivers tactile cues to the cyclist, notifying the user of upcoming turns to enable seamless navigation. Unlike other navigation tools, our product allows the user to stay focused on the road and aware of their surroundings to minimize the chance of an accident. In combination with navigation, RideSense provides safety features including blind spot detection and blinkers. These details in combination increase the safety of bike riders on biking and give them a seamless biking experience. 

RideSense provides a simple yet effective solution to bike safety. With its portable design, the user can carry the RideSense product with them anywhere, and simply attach it to whatever bike they choose. It consists of blinker capabilities on each handle, blindspot detection through the use of time-of-flight sensors, and haptic navigation via a mobile application. After attachment, the user can utilize the RideSense mobile application to set their destination at the start of their ride before storing their mobile device away. The handles have haptic motors which vibrate to indicate the direction of the turn without adding the distraction of a screen or audio navigation. These navigation instructions are exchanged between the mobile device and the RideSense product through a Bluetooth Low Energy server running on an ESP32 microcontroller. This information then gets forwarded to the haptic motors via an I2C bus. If directions are not needed, the user can simply start their journey, as all non-navigation related safety features work in isolation. RideSense provides LED blinkers located at the end of each handle that riders are able to activate via a button located by their thumb. Additionally, time of flight sensors are utilized for blindspot detection to alert the rider of potential safety hazards through LEDs on the tops of each handle. Both the time-of-flight sensors and the blinkers are controlled by the ESP32 microcontroller through I2C communication.
Overall, the RideSense product fills the void of safety driven bike navigation solutions and provides an enhanced bike riding experience. The thoroughly tested prototype further demonstrates the ease of use of this product, and acts as a solid proof of concept for the product as a whole: [1] “Bicycle Safety.” Centers for Disease Control and Prevention, 4 May 2022, [2] “Bicycle Deaths.” Injury Facts, 6 Nov. 2023, [3] “29 Bicycle Accident Statistics to Cycle Safer.” MKP Law Group, 1 Nov. 2021.

Covered: CSI Smart Home
Team Members: Alec Braverman, Charles Caiola, Madeline Chew, Henry Degrasse, Kanachi Weli


Advisor: Professor Milad Siami
Abstract

The Covered team has designed and built a smart home automation system that utilizes Channel State Information (CSI) to detect and determine the presence of individuals in various rooms. This system has numerous applications that can adjust environmental settings, such as lighting and temperature. These adjustments can not only enhance comfort but are also for energy efficiency purposes. Using CSI data can also be manipulated to determine the localization of the person in a room eventually. Covered provides a user-friendly web application that simplifies the manual operations of their automation system. Users can effortlessly control and monitor temperature settings, access real-time weather information, and adjust lighting settings with ease. Additionally, the application allows for the manual opening and closing of vents directly from a mobile device, enhancing convenience and control for users. 
It gathers Channel State Information (CSI) using a Raspberry Pi 4 as a sniffer. The Raspberry Pi is equipped with Nexmon's Channel State Information Extractor, enabling the extraction of CSI from OFDM-modulated Wi-Fi frames on a per-frame basis. This capability is compatible with the Raspberry Pi's bcm43455c0 Wi-Fi chip. Data collection is facilitated by a laptop connected to the same router as the Raspberry Pi. A command establishes a connection between the laptop and the Pi using their IP addresses, MAC address, channel, bandwidth, core, and spatial stream. Then when the command to collect the sniffed CSI data is called, with a specific frequency and packetnum that will determine the frequency to collect the CSI data and the number of packets you want to collect, the data will be automatically sent to the laptop. All these were used to create a script that ensures collection of real-time CSI data to be sent to the automation system. With the data collected it is gone through filtering and machine learning to determine if there is someone present in the room or not. Machine learning will use Convolutional Neural Networks (CNN) which is used for image processing and analyzing. This approach will use the patterns it finds from our data that is transformed to a photo image and determine what is movement versus not movement.
The Covered smart home automation system is designed to integrate seamlessly with various environmental control devices, including temperature sensors, a fan, and lights. Temperature sensors are strategically placed throughout the home to provide real-time temperature data, allowing the system to adjust heating and cooling setting for optimal comfort and energy efficiency. The fan can also be controlled automatically based on occupancy status, helping to circulate air and maintain a comfortable environment. Similarly, the lighting system can be automated to turn on or off based on occupancy, enhancing convenience, and reducing energy consumption. The Covered CSI Smart Home represents a significant advancement in smart home automation technology. By utilizing CSI data and machine learning algorithms, the system can detect human presence in rooms and adjust environmental settings accordingly. The user-friendly web application provides a convenient interface for users to control and monitor their smart home devices, enhancing comfort, convenience, and energy efficiency. The Covered smart home automation system demonstrates the potential of CSI data in revolutionizing the way we interact with our living spaces.
Smart Skate System
 
Team Members: Aidan Capaldi, Taran Lee, Elias Larsen, Mikayla Sagle, Benjamin Taylor        

 
Advisor: Dr. Thomas Consi

 

Abstract
This project aims to address the intricate demands of figure skating through the design and implementation of a sophisticated sensor system. Given the substantially subjective nature of the sport, characterized by precision and consistent performance, the team recognized the need for an innovative training tool to aid competitive skaters in perfecting their routines. This system is designed to offer skaters a precise visual representation of their skate path, allowing them to review and analyze their performance with accuracy and detail. The Smart Skate System functions by attaching a sensor module to each skate, which triangulates the skater’s position through data collected via an inertial measurement unit (IMU) and ultra-wideband (UWB) tagging technology. 

To use the Smart Skate System, an athlete attaches a sensor module to the bottom of each of their skates, and places four UWB base-stations around the rink– one in each corner. When turned on, the sensor modules begin to track the skater’s movement using the on-board IMU and UWB tags. The IMUs poll at 100Hz, while the UWB tags poll at 50Hz. Each IMU collects acceleration and rotation data of its respective skate, which is later used to calculate the path of the skater using double integration, corrective Kalman filtering, and linear interpolation with the UWB polling. An IMU can only determine the position of a body relative to itself, so UWB technology was incorporated to help determine the true position of each skate relative to the rink, as well as to help correct for IMU drift; the UWB polls act as corrective feedback. Once all of the training data has been collected, it is transferred from the sensors to a device of the user’s choosing using USB communication, before being imported into a .NET MAUI application. The application takes the raw data files, parses them, then sends the data through a path drawing algorithm to filter and smooth the data, so that it can then be displayed as an SVG drawing to the user in a platform agnostic application.

For testing and validation, four fully operational skate sensors (two pairs total) and four UWB base-stations were built. Testing was conducted both on and off ice at various locations around Northeastern’s campus, as well as some additional on ice testing at nearby Babson College. The results of the testing indicated that the dead-reckoning approach taken by this project was sufficient in capturing a skater’s path, however the level of precision was minimized by the quality of materials used. It is the belief of the Smart Skate System team that if a more robust IMU could be afforded for the project, the resulting skate path would better resemble that of what was skated.

MAPLEE - Modular Autonomous Platform for Landscaping and Environmental Engineering
Team Members: Garrit Strenge, Ian Cummings, Nate Quattrochi, Nick DePatie, Walter Stadolnik

Advisor: Professor Bahram Shafai

Abstract

Each year, Northeastern University spends between $5,000 and $15,000 in walkway weed removal spraying. Maintaining the campus grounds through weed removal and other similar operations is crucial to upholding the value and appeal of the University. The MAPLEE platform provides a cost-effective and environmentally friendly solution for weed removal by providing year-round autonomous robotic weed removal without the use of harmful chemicals.

This implementation of MAPLEE, nicknamed “SWIPER,” is an autonomous mobile robot designed for removing weeds from sidewalks, equipped with a remote monitoring system and a novel interface that understands natural language through a large-language model (LLM). Unlike traditional robotic systems that necessitate external apps for control, MAPLEE simplifies the process, and can be directed through straightforward human communication via email or text. This approach eliminates complex workflows, as landscaping supervisors can simply send instructions to swipercapstone@gmail.com as if they were emailing a colleague. Leveraging visual odometry, 3D point cloud data, and GPS data, the MAPLEE robot achieves global localization by performing SLAM (Simultaneous Localization and Mapping). Upon arrival at a task destination, the MAPLEE robot precisely locates weeds using both heuristic and machine learning computer vision models and eliminates weeds with its custom gantry and end-effector. 

MAPLEE’s software stack is built using Robot Operating System (ROS) noetic as a middleware, allowing for new functionality to be seamlessly added in a modular fashion. It also enables the  transition to a swarm-based system where a top-level orchestrator can assign tasks to individual MAPLEE robots based on their location and capabilities. This same extensibility allows the groundskeeping team to introduce additional tool tips, sensors, and even entire robots into the system. This adaptability is enabled by our onboard control unit, powered by a Zynq-7000 FPGA co-processor. The Zynq co-processor allows for the seamless communication between ROS and the FPGA fabric, where custom hardware enables real-time control and signal processing, as well as the ability to swap in modular sensor suites with distinct hardware interfaces tailored to a variety of landscaping applications. The drive motors, gantry motors, headlights, and various sensor boards are all interfaced through custom IP within the FPGA. All of this modularity in both software and hardware enables MAPLEE systems to easily be adapted to other autonomous mobile robot pick-and-place domains, such as trash removal, selective walkway de-icing, and dropped-apple picking. A fully custom carrier PCBA was developed for the Zynq System on Module to provide efficient power distribution and signal routing to  the 4 axis gantry, chassis drive motors, and actuator and sensor IO. The platform also comes equipped with a Jetson Xavier NX for running data intensive algorithms, in addition to serving as a wireless interface to an IEEE 802.11ac WiFi network and interfacing with another custom PCBA equipped with additional position sensing.

The MAPLEE system underwent rigorous testing, both in simulated environments and with field conditions using the physical hardware. By leveraging the ROS and its simulation tool Gazebo, the system ensures that code functioning on real hardware is equally effective on simulated counterparts. 

Electronic 3-Valve Instrument (E3VI)
Team Members: William Allan, Jared Cohen, Daniel Krausz, Ferd Sauereisen, Jonah Yu

Advisor: Professor Canek Fuentes

Abstract
The E3VI team has developed an electronic 3-valve instrument that provides an accurate and realistic playing experience while being quiet enough to use in public or shared spaces. Playing an instrument provides a great way to relieve stress, build confidence, and improve memory, but the cost of an instrument and finding a place to practice limits the accessibility to many. Currently, other than mutes and instruments that stray far from the trumpet playing experience, there are no available alternatives that allow for quiet playing and MIDI recording. The E3VI is up to 5-times less expensive than traditional trumpets. The integration of technology into a realistic playing experience allows more experienced players to home in on developing skills while not disturbing others and the increased accessibility allows others to learn an instrument.

The E3VI system has been tailored such that users turn on the instrument that is equipped with an on-board battery system developed by the team allowing for up to 8 hours of run time. A traditional trumpet relies on the creation of a standing wave in the air column to produce different octaves, a phenomenon that is not present in E3VI. Instead, our system employs a custom developed frequency “fingerprinting” algorithm on the data stream from a lavalier-type microphone that detects what octave is being played by the user. This algorithm runs on a Raspberry Pi 4, which is the first of two processing units present on the E3VI. Unlike the valves of a traditional trumpet that lengthen the tube to allow for different notes within each octave to be played, the E3VI handles the valve position decoding through an arrangement of limit switches. The second processing unit, Teensy 4.0, is utilized for this decoding as well as the MIDI over USB translation. Our two units communicate via SPI to create a low-latency stream of real-time data that is used to create the 2-byte MIDI packet containing the amplitude and note. This data packet is then sent over USB to a computer that has a software synthesizer, which is readily available for free online. The mechanical enclosure was devised by the E3VI team to mimic the exact form factor of a traditional trumpet with the integration of a traditional mouthpiece, spit release, valves, springs, and hand positioning locations, something that many current products neglect. A suppressor style sound dampening system was fabricated to muffle the human produced sound that is emitted from the instrument without restricting airflow.

As proof of concept, a fully operational electronic 3-valve instrument with genuine instrument components has been created. Testing of the E3VI system solidifies the ability to practice the instrument in shared spaces such as an apartment without disturbing others while maintaining a minimal learning curve due to the similarities in form factor with a traditional instrument. While E3VI has been modeled to replicate a traditional trumpet, with minimal hardware and software changes this approach can be applied to many other traditional brass and wind instruments to create an accurate, realistic playing experience while also being quiet and inexpensive.

Cardiac Optical Fiber Senor (COFS)

Team Members: Jote Brown, Javier Coindreau, Ariel Mahler, Zachary Siedlecki, Anwar Sirage,  

                             Linyun Wang

Advisor: Professor Milad Siami

Abstract

The COFS team has designed a prototype sensor for heart signals from the human body using optical fiber. A fiber-based sensor is useful given the enhanced sensitivity of the fiber and the non-electronic method with which it can measure signals. The fibers enhanced sensitivity would allow a less trained individual to place the sensor. Additionally, the inert nature of fiber makes it an ideal substitute for current sensors in volatile areas like MRI machines. The COFS’ design proposes fiber sensing to monitor heart rate.

To utilize COFS, the user places the fiber sensor securely above an artery to measure heart rate (e.g., carotid). Alternatively, some users may be able to measure the heart rate from their chest. The user’s motion and pressure applied to the sensor will impact the resolution of the result and the acceptable space around the target artery around which the sensor could be applied. The sensor uses an array of 50 micro-meter fibers wrapped in a circular/figure-8 pattern to increase the attenuation of light due to sudden changes in fiber geometry. The fiber is driven by a red LED and the resulting light intensity is used to measure physical changes in the fiber. This light signal is amplified and filtered using the COFS PCB and is passed to a DAQ so that the resulting signal can be processed in LabView. From here, the LabView software’s peak detection algorithm detects peaks in the heart rate signal, showing the heart rate to the user in real time.

For testing and validation, the device was used by the entirety of the COFS team and tested on the chest, arm, and neck. Despite having found signals at all 3 locations by some users, the quality of the resulting signal was dubious for some, with differences in body type and total strength of the heart signal being the main causal factors. The COFS team believes that using a more complex wire geometry and wire types, like Braggs-Grating fiber, would improve the sensitivity and signal resolution of the sensor. With better signal resolution and sensitivity, the sensor could conduct a real-time ballistocardiogram (BCG) with the help of a reference signal, eliminating the need for expensive medical equipment and giving first responders access to an easy way to discern heart health in the field.

Trans-Radial Prosthetic (TRP)
Team Members: Cooper Bennett, Julian Crowley, Nicla De Biasi, Thane Gallo, Jacob Yao, Cassidy Zeng

Advisor: Professor Thomas Consi

Abstract
Experiencing the loss of a limb can be a traumatic event caused by various factors such as accidents, war, or disease. The physical, emotional, and psychological impacts can be long-lasting and profound. Day-to-day activities may become limited, independence hindered, and self-esteem lowered. In recent technological advancements, robotic prosthetic arms have emerged as a solution that can help individuals regain some of their lost functionalities and improve their quality of life.

There are many different types of prosthetics available, each serving a unique purpose. The TRP team’s goal is to provide a cost-effective alternative to traditional robotic prosthetics by using a myoelectric claw system paired with open-source machine learning. Our specific area of focus is on trans-radial amputees, which refers to individuals who have undergone forearm amputations.

The TRP team developed a myoelectric control system for a prosthetic arm that uses snap electrodes to detect EMG signals from a user's muscles. A custom Printed Circuit Board (PCB) handles the low-voltage EMG signal amplification via instrumentation amplifiers. In addition, bandpass and notch filter stages on the PCB further amplify the 10–500Hz frequency range containing muscle activity data and suppress 60 Hz line noise. The filtered EMG signals are digitized by an analog-to-digital converter and transferred to a Raspberry Pi microcontroller via I2C communication. Utilizing the LibEMG Python library, the Raspberry Pi extracts features from the EMG data and performs gesture classification using Linear Discriminant Analysis (LDA). This classification compares a moving window of input EMG signals to a training dataset to predict the current gesture in near-real-time. This prediction is then mapped to servo movements on a prototype prosthetic arm that supports three gestures: closing the hand, opening the hand, and no movement. For example, if the user fires the muscles to close their hand and make a fist, the servo will rotate to its maximum position and the claw will close. If the user opens their hand, the servo moves to its minimum position and opens the claw. Finally, if the user fully relaxes, the claw will rest in a neutral position between fully open and fully closed.

Piano Learning Assistant for You (PLAY)
Team Members: Brian Brown, David May, David Meseonznik, Peyton Sullivan, Sym Cunningham

Advisor: Professor Bahram Shafai

Abstract

The PLAY team created an all-in-one piano learning tool, taking inspiration from rhythm games like Guitar Hero and Piano tiles, as well as piano tutorial videos. The goal was to integrate the visual components of these tools directly into the piano. The piano itself is a 61-key keyboard with RGB LEDs in and on an angled platform behind each key. This is paired with an easy-to-use GUI where users can choose their settings, select from a comprehensive song library, and see the sheet music with highlights that guide their playing. There are columns of 8 LEDs above each key which indicate when a key should be pressed, by moving from the top of the screen down to the key itself. No other teaching-focused products exist that embed the visual queues directly into the piano. In addition to the teaching mode, there is a practice mode which scores users on their ability to keep time and play the correct notes of a song, as well as a freeplay mode where the LEDs respond to the user. All-in-all the goal of PLAY was to make learning piano more approachable and exciting.

To build the piano, the team started with an existing 61-key MIDI controller and stripped it down to its bare bones. The team modeled and 3D printed new keys out of a translucent filament to allow for the keys to light up, laser-cut a new housing out of acrylic, and built an additional shell out of wood. The brain of the piano is a Raspberry Pi 4B(PI) which handles all user input, controls the 665 LEDs, and hosts the synth and all other necessary software. Information about key presses and control inputs is passed between the keyboard and the PI using MIDI — the standard communication protocol for musical instruments. The PI is able to respond much faster by separating the actual reading of keys and button presses from the processing. Additionally, by using the standard protocol, the piano retains its original functionality as a MIDI controller and can be connected to external recording software.

In order to test and validate the PLAY system, the team performed user experience testing with a small group of volunteer testers. Testers were split into 2 groups, with one group getting access to PLAY’s teaching mode, and one only getting sheet music. Both groups were asked to learn the same beginner level song on the piano within a 15-minute time frame. The test ended when the tester could successfully play the song two times in a row or after the 15-minute learning window ended. Testers who had access to the PLAY system indicated that they found it helpful, and testers that did not have access showed interest in attempting to learn the song again with the PLAY system.

Fire Emergency Rescue Beacon (FERB)
Team Members: Anya Anya, Andrew Nguyen, Timothy Sary, Ethan Howe, Jeremy Ha

Advisor: Professor Canek Fuentes

Abstract

Fire spreads much faster than many people realize. Most house fires only allow for roughly 2 minutes to escape once the smoke alarm begins sounding off
. Emergency rescue operators arrive on the scene within moments and risk their lives every day fighting these fires to save our lives and homes. Knowing just how many are in a home, where they are, and how far the fire has even reached into the infrastructure is important, especially when trying to know how many individuals are trapped inside. The FERB (Fire Emergency Rescue Beacon), seeks to aid firefighters with saving the lives of those in danger and enabling a much safer and faster rescue operation experience. With this device, we seek to empower our firefighters by providing them with human presence detection data that can enhance safety and efficiency in high-risk rescue operations. 

Once a fire breaks out and your smoke alarm begins sounding off, FERB’s internal microphone will pick up the noise frequency, while our filter rejects all other audio except for the smoke alarms. Our microprocessor will use the output of an ADC to determine when to begin collecting and sending data from the IR sensor. FERB can parse the raw data of the IR sensor, determine how many people are within its active range, and send this data to a remote host server. This host server is portable, built from a Raspberry Pi single-board computer, and specially equipped with a graphical user interface that allows us to monitor the output of the individual FERB devices. FERB is designed with efficiency in mind. The firmware of FERB is designed to be fast while consuming little power. Tests have shown FERB being able to constantly read and output data for over 7 hours when run off of a single 9V battery.

Our testing has demonstrated that accurately detecting and recording individuals in real-time. FERB’s objective remains to mitigate risks and maximize life-saving opportunities. We are optimistic about FERB’s potential for fostering safer conditions, and ultimately preserving lives globally. 

Pocket Piano
Team Members: Kimberly Braganza, Daniela Elder-Gotta, Ella Holl, Abigail Lau, Alex Wang

Advisors: Professor Milad Siami and Professor Bahram Shafai
Abstract
The Pocket Piano team has developed a glove-based system to aid the process of learning to play the piano, without the financial and spatial requirements of a traditional piano. The system is accompanied by a paper piano printout—whereupon each piano key in the octave C4-C5 is printed in a distinct RGB shade. The glove supports two modes of operation: 1) Learning, and 2) Free Play—the former requiring the user to play piano keys in a finger sequence corresponding to a song they have selected from an accompanying instructional graphical user interface (GUI), and the latter permitting a user to play sounds in any sequence upon any colored surface. The project promotes instrument portability and may further mitigate barriers associated with learning to play the piano—e.g., access to and affordability of instruments and lessons.

In Learning Mode, the user may select a song included in the GUI, which then loads a predetermined finger and note color sequence to the FLORA wearable microcontroller. The GUI subsequently illustrates the progression of song notes to be played—sequentially guiding the user to press keys on the printout with instructed fingers, and tracking user progress in real-time. Five on-glove NeoPixel RGB LEDs (one assigned to each finger) concurrently indicate each key color to press, while a sixth NeoPixel RGB LED displays the color currently sensed by a TCS34725 color sensor upon the user’s finger for reference. Utilizing a color-processing algorithm, the FLORA processes data provided by the current color sensor in tandem with a tactile fingertip button press, and outputs the corresponding MIDI note via a VS1053 audio codec breakout and stereo jack. The GUI accepts a 4-byte hexadecimal color feedback message, and displays whether the correct note was played. In Free Play Mode, the color sensor array is rapidly traversed—sending responses to the speaker and GUI when a color is selected on a finger via button press, and displaying the sensed color on the utilized finger’s NeoPixel RGB LED.

In testing and validation, each subsystem was individually fabricated and evaluated prior to being soldered and mounted onto the main system. Initially, a system for one finger was built and tested to ensure color sensing and corresponding audio output were successful. Upon success, separate subsystems of five color sensors, five NeoPixel LEDs, and five buttons were fabricated to evaluate whether each subsystem could operate as intended upon scaling from one to five fingers. All subsystems were then merged, with color calibration and audio tuning conducted to determine appropriate RGB color values for keys on the paper piano printout. Results indicated that the glove could reliably support one octave, appropriate for novice learning melodies—e.g., “Happy Birthday”. The system was then passed to test with the GUI, which was able to accurately send and receive data from the glove, and display and teach included songs.

Automated Umpire System (AUS)
Team Members: Zin Hein Aung, Harry Chen, Joseph Perkins, Alessandro Risi, and Kayla Wang
Advisor: Professor Tom Consi
Abstract
The AUS team designed and developed a low-cost system that could mitigate human errors in baseball officiating, specifically, for the strike zone. The cost and availability of such a system is typically limited to Major League Baseball with their larger budget and professional grade equipment. In contrast most Little Leagues, teams, or individuals do not have the similar capabilities to acquire such a system. With this disparity in mind, AUS aimed to deliver a low-cost, image and machine learning based baseball strike zone assessment system.
The Automated Umpire System consists of two Raspberry Pi 4’s: a main Raspberry Pi responsible for determining the location of the strike zone and whether a pitch is a strike and a side Raspberry Pi to tell the main Pi via TCP socket when the ball passes the plane of home plate, and a strike call is ready to be made. By synchronizing the Pis, the system is able to determine if a pitch is a strike or ball. Both Raspberry Pis utilize an OpenCV based ball tracking algorithm using image processing through color isolation to determine the location of the thrown ball. Both Pi’s also utilize Ultralytics, a machine-learning framework for home plate detection. Additionally, the main Raspberry Pi runs a Tensorflow framework for pose estimation to gather keypoints from the human body that ultimately determine the horizontal and vertical boundary of the strike zone in combination with the perimeter of the home plate, a process that is sped up through the use of a Coral USB accelerator for faster computation. Both algorithms were trained through a Convolutional Neural Network composed of multiple layers of matrices to extract features and patterns from user-provided datasets. The GUI will stream the main camera’s view frame by frame overlaid with the calculated strike zone and the path of the tracked ball through HTTP protocol to the end user. Once the system detects a pitch through its viewport, a strike or ball is determined. LED indicators on the system’s hardware provide additional result output.

Since the AUS was designed to be used in a baseball stadium, field or makeshift setup, testing and validation were conducted both indoors and outdoors. By conducting testing outdoors, the system design was validated to factor in how additional external variables such as lighting, background, and crowds would affect the system’s algorithms. By going through the motion of staging a baseball game with a pitcher, batter, and catcher the pitches were processed through the AUS for the accuracy of its calls. The system was confirmed to work in various environments without network interference. The ball tracking through image processing did result in some limitations when used outdoors due to lighting changes. It would require more robust tracking either through more precise measuring equipment or more powerful processing units. Indoor testing provided more consistent results, and the functionality of the AUS was verified.

Phased-Array Speaker System (PASS)

Team Members: Brendan Li, Marialena Troia, Nick Hurley, Spencer Romero, Tannay Chandhok, and 

                             Tucker Zakon-Anderson 

Advisor: Professor Bahram Shafai

Abstract


The PASS team has developed a human-scale phased-array speaker system using commercially available speakers, microcontrollers, and passive components. By leveraging timing offsets, this system creates directional sound waves, demonstrating the feasibility of using phased-array technology for audio applications. Such a system offers a promising solution to the current limitations of conventional speakers, which serve as a source of noise pollution for unintended third parties. In RF applications, phased-array systems offer precise beam aiming for energy conservation, privacy, and security preferences; these benefits hold true for audio applications, especially in public spaces and educational settings. Current alternative solutions to this problem come in the form of in-ear earbuds, over-ear headphones, and bone-conduction transducers. This proposed technology allows for the creation of directional sound beams audible only to intended individuals within a limited audible radius.

        
The PASS device uses digitally controlled acoustic waves passed to a linear array of speakers. Precise timing calculations determined by a microcontroller are used to delay audio signals between the successive speakers in the array. The magnitude and sign of this delay determine the angle of the resulting sound beam, which can thus be steered by the team. A face tracking algorithm measures an individual's position and calculates a delay by which audio can be isolated to their location. Technical considerations for this project included analog signal conditioning, CPU timing constraints, speaker power requirements, component sourcing/quantity, and array dimensions, all within the budget and time constraints set. Through analysis of initial simulation results, the project team adopted a dual-array frequency-shelving design, by which the distance between speakers is optimized to enhance single beam isolation in both high and low audio frequency bands. 

The final iteration of the design uses a wooden chassis to house forty-four speakers, which can be configured to optimize array length or frequency-shelving depending on the users’ needs. All required circuitry is encompassed in a PCB design which operates thirty-two of the configured speakers. This design involves two 16-Channel digital to analog converters (DACs), external peripherals for signal integrity, amplification, filtering, and a microcontroller for delay calculations and interfacing with the GUI host using serial communication. Ultimately, the project is a reproducible and cost-effective directional speaker system, which will serve as an educational tool and lay the groundwork for broader applications in audio technology.

Plantware
Team Members: Christian Bender, David Gabriel, Jakob Brattke, Julia Van Burger

Advisor: Professor Canek Fuentes

Abstract

Caring for plants offers numerous benefits. It fosters a deeper connection between humans and nature, reduces mental health issues, and provides produce for nourishment and medicine. However, inadequate plant care will harm the plants and may cause increased stress and anxiety for their owners. Existing plant monitoring solutions lack the ability to expand or customize sensors and cannot utilize the collected data for IoT applications. Plantware’s goal is to enhance the plant care experience by equipping plant owners with an adaptable ecosystem, simplifying the process of monitoring multiple plants simultaneously, gathering diverse data, and configuring output nodes for automated tasks based on the data.

Plantware is an open-source hardware and software ecosystem. At its core is a wireless framework composed of interconnected nodes (or "leaves"). To begin using Plantware, a user will plug in the “root” node and input their credentials to gain access to our front-end application. Next, they will turn on any number of sensor leaves using the power switches. The leaves will then auto connect to the mesh network and integrate themselves into the backend. Each sensing leaf can accommodate up to four sensors, allowing the user to gather detailed information about their plant's environment. Sensors can also be easily swapped, enabling the user to select sensors that fit each plant’s unique needs. A user can currently choose any pre-supported sensors - moisture, temperature, humidity, and light - to plug into any of the ports on the leaf and each sensor will be automatically detected. If used as a development kit, Plantware’s hardware and software can also be easily expanded by the user to automatically detect their custom sensors. The data is then read and interpreted by the sensor leaf based on the detected sensor. Next, the sensor leaf transmits the data via a mesh network to the root, which sends the data to the Plantware app for processing. The app organizes and displays the information collected for each plant. A user can name their leaves, assign a photo of the associated plant, and read each plant’s sensor data graphically or numerically. The user can also utilize the built-in machine learning model that uses the data to suggest actionable steps to care for each plant. Output leaves can display information outside of the app (by linking sensor data to LED color, for example) or execute actions based on the collected data (such as automatically watering a plant). Plantwear can theoretically accommodate thousands of input and output nodes, giving the user the choice and flexibility to tailor their plant care experience according to their unique preferences and needs.

Plantware equips plant owners with an ecosystem for all of their plants, encouraging active engagement in plant care and empowering users to nurture their entire collection effectively.

Rhythm Rehab Revolution (R3): Stroke Rehab Reimagined
Team Members: Sidharth Annapragada, Andrew Briasco-Stewart, David Fatheree, Iris Wang, 

                             Dominik Zajac    

Advisor: Professor Milad Siami

Abstract
Stroke is a leading cause of disability in the U.S., but losses in motor function due to stroke can be recovered through dedicated rehabilitation (rehab). Traditional rehab programs face financial, time, and motivational constraints. Our team has designed and built a stroke rehab device which consists of a rhythm-based video game (similar to “Guitar Hero”) along with a custom handheld controller. Game-elements in rehab have been shown to improve engagement with therapy. Additionally, rhythmic motor tasks performed along with music have been shown to engage parts of the brain and elicit motor responses not generated by other types of therapy. 

Our game features a variety of songs at different difficulty levels. Within a level, notes of different shapes will begin scrolling down, and the user must activate the corresponding button on the controller or perform an arm gesture to “play” a note. Users are scored based on the accuracy of their playing, and their performance is saved in a local database.The controller is made of a custom-designed 3D printed housing, with four buttons. Inside, a custom printed circuit board holds a Bluetooth-enabled microcontroller, inertial measurement sensor for gesture sensing, a haptic driver for providing vibration feedback, LEDs in each button for visual feedback, force sensing in each button to measure patients finger strength, and a full battery management system.

We hope that our customized gaming system with accessible hardware elements and science-based rhythm game will improve engagement with the therapy, allow at-home use, and utilize rhythmic multi-sensory stimulation to enhance both fine and gross motor skills. To our knowledge, such a system has not been implemented in an integrated form. Existing products utilize more old-fashioned game design, and focus on either gross motor or fine motor skills without a holistic approach, making our design an improvement to the current state-of-the-art.

Wide Area Network Client with Extended Range (WANCER)
Team Members: Ehsen Ahmad, Ankit Amonkar, Sreekar Chilakapati, Kenny Lin, Ethan Liu, 

                             Hayden Smith  


Advisor: Professor Bahram Shafai
Abstract
The WANCER (Wide Area Network Client with Extended Range) project introduces a resilient communication system designed to bridge the gap in areas devoid of conventional network services. Leveraging the potential of low-power, long-range communication technologies, WANCER enables users to exchange messages without the need for cellular or WiFi signal. This innovative system is particularly beneficial in remote locations, during disaster recovery, or in any situation where traditional communication infrastructures are compromised or non-existent.

The hardware foundation of the WANCER system is anchored by the Arduino MKRWAN 1310, selected for its compatibility with LoRa connectivity and its efficient power consumption. The integration with the DSD Tech HM-10 Bluetooth module enables a secure and stable link between the user’s smartphone and the Arduino, laying the groundwork for the communication process. The LoRa Antenna, operating at 915MHz, is responsible for sending and receiving packets over long distances. The entire setup is powered by an Adafruit LiPo Battery (2500mAh), ensuring longevity and reliability of the communication system. 

On the software side, the WANCER app, developed using Swift, focuses on functional simplicity to manage the constraints of the system and the environments it is designed for. The application supports essential features such as individual and group chats, allowing users to communicate effectively in the absence of traditional network services. These messages are sent as coded packets to ensure that only intended recipients can view the messages. A notable aspect of the software design is the use of SwiftData for local storage of messages on each user's device. This approach was adopted due to the system's environment, where access to central servers is not feasible. SwiftData ensures that message integrity and history are maintained securely and independently on each device.

The WANCER project underwent thorough testing during its development phase. Despite potential signal interference, WANCER achieved clear and consistent communication over distances of up to half a mile in Boston. This performance demonstrates WANCER's reliability and practicality for real-world applications. The project merges well-chosen hardware with software designed for key communication tasks. It excels in enabling both individual and group chats and in storing messages locally. WANCER contributes to the broader goal of enhancing communication capabilities in remote environments, marking a significant step forward in the field of wireless communication systems.
� “5 Fire Facts You Need to Know: A&J Property Restoration: A&J Restoration.” A&J Restoration | Emergency Water Damage Restoration, 14 Mar. 2024, ajrestores.com/5-fire-facts-need-know/. 








