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Fire Sensor Project
Team Members: Sameeha Boga, Daniela Fontaine, Arya Goyal, Eve Mooney, Daniela Salazar, and

Natalia Wilson 

Advisor: Professor Jose Angel Martinez Lorenzo 
Abstract
The Fire Sensor project team has designed and built a device capable of detecting people during fires using RF and optical sensors. This dual sensor system aims to assist first responders by providing real-time data on the location and number of individuals trapped in burning buildings, particularly in dense urban environments. Emergency services will benefit from enhanced situational awareness and improved efficiency of rescue operations. The ability to quickly and accurately identify the position of individuals in hazardous environments can be critical in minimizing casualties. 
The Fire Sensor system utilizes Texas Instruments mmWave cascading imaging radar and the Intel RealSense camera. Radars, which transmit electromagnetic waves and read the associated reflection, generate a point cloud that maps the presence and position of individuals in a room. The RealSense camera, when activated, scans the room and offers a real time view of the situation. Combining the radar and the RealSense modules allow for the system to generate a more precise image of a given room. Upon the integration of machine learning modules, trained by the team to specifically identify human figures, the final product can report to emergency services the number of individuals still in an area along with their location. This component eliminates the potential of false identifications or the potential for excluding human figures in the sheer amount of data produced. 
A key goal of this project was to create an efficient fire detection and response system. Aimed to assist urban environments where high-rise buildings and complex layouts can make search and rescue operations challenging. Recent events in big American cities, such as Los Angeles, have especially demonstrated the need for smarter solutions to disaster in aging cities. High-rise buildings often feature multiple floors and enclosed areas, hindering traditional rescue operations. The Fire Sensor system aims to decrease these challenges by offering rescuers accurate real-time information over the location of residents. The project's portal, designed with an easy to use UI, facilitates this goal further. 
To test and validate project efficacy, the team developed a fully operational prototype, outfitted with the previously mentioned sensors. Testing was conducted by simulating the hazy environment. The prototype was enclosed in a secure acrylic case. One side was replaced with a fiberboard partition, allowing for a stopgap and smoke funnel to be cut into the side. An HVAC pipe slowly pumped fog from a fog machine until a realistic degree of opacity was achieved. Team members were posed in front of the sensors as it gathered data, in a variety of poses and distances with several props. Consistently, sensors supplied data through the smoke while the ML models reported the existence of humans in the room. 
Through and through, the Fire Sensor system is clearly capable of identifying people and their locations in low visibility environments. While it could stand to benefit from a more comprehensive training data set and more efficient radar, the project produced a novel solution that stands to better the lives of many. As this system continues to be developed and improved it will become a reliable and helpful tool for first responders to improve the safety and efficiency during fires.

Automated MicroPlastic Detector (AMP’D)

Team Members: Justin Bahr, Carson Dang, Phi Hoang, Hari Narayanam, Alexander Pervizi, Ananya Tadigadapa, Jonathan Qi        

Advisor: Professor Canek Fuentes

Abstract
Public health is at risk from increased microplastic content in drinking water, which so far can only be reliably measured through expensive professional laboratory testing. The Automated MicroPlastic Detector (AMP’D) team has developed a system for rapid detection of microplastics in water. The system provides both a visual and quantitative analysis, allowing users to assess the quality of their water at home, and compare microplastic concentrations in household, tap, and bottled water against safety standards.  AMP’D proves that it is possible to create a low-cost, intuitive, and accessible system to test for microplastics. 

The AMP’D device allows a user to monitor the presence of microplastics in their water supply using two unique methods of detection: an optical approach which looks at scattered light and an impedance approach which detects a change in impedance compared to pure water. Utilizing a 3D printed tube to house both methods, a pump then runs a water sample through the tubing. The experiment flow is controlled by software on a Raspberry Pi where the user can change parameters and receive feedback on the status and results. It first takes analog voltage measurements from two repurposed total dissolved solids (TSD) probes, paired with electrodes, which transmit and receive signals from either a low or high frequency square wave. Then, it captures images by a CMOS camera of light scattered from a 650 nm wavelength laser due to the microplastics. The user can use the analysis buttons on the GUI to determine the estimated amount of plastic. The impedance analysis calculates the average impedance, capacitance and resistance from the voltage data. It compares these values to determine what concentration (ppm) of contaminants are present. The camera analysis calculates the average amount of scattered light across all of the images by looking at pixels which are significantly red. Both methods use experimentally determined Lagrange correlation to estimate the amount of plastic in the sample.
For system validation, polyvinyl chloride (PVC) microplastic samples in the order of 400 microns were run through the device at different concentrations. Cross correlation of the impedance data amongst differing concentrations of microplastic as well as images provided by a CMOS camera make for an accurate depiction of the microplastic content in a given sample. Further research into detecting non-potable water ensures public health awareness and environmental sustainability by enabling the identification of microplastic contamination in diverse water sources, ultimately aiding in pollution mitigation efforts. Proof of concept has indicated that the AMP’D device is successful in detecting plastic content in a typical sample of water, in which plastics might not be visible to the human eye. 

Form Improving Training-Tool (FIT)

Team Members: Ana Torreao, Salvatore Campo, Evangelos Barous, Daniel Devory, Katie Nguyen
Advisor: Professor Thomas Consi
Abstract
The FIT team has built a system that will offer real-time and post-set feedback to improve a weightlifter’s form and performance, focusing initially on bicep curls. Weightlifting is one of the best ways of becoming a healthier and stronger person through the action of contracting and tensing your muscles. One of the most important concepts when it comes to weightlifting is one’s form during an exercise. The form of an exercise describes how the weightlifter should orient their body, their joints, and how they should move said body parts during the exercise. Maintaining proper form can be difficult, especially staying consistent.

Wearable technology for fitness tracking is a well-developed field with multiple forms on the market. While existing solutions provide basic health monitoring features, few provide in-depth movement analysis and corrective feedback for users. The objective of this project is to develop a wearable device for tracking musculoskeletal movement, specifically during the movement of the bicep curl. The device will be able to detect improper form and provide feedback through vibration, visual corrections, and video demonstrations. The device consists of four Inertial Measurement Units (IMU) placed along the user’s arm. Bluetooth Low Energy (BLE) will be used to synchronize the four IMUs and to transmit the IMU data to a personal computer (PC) where a web application will determine and execute the feedback to be given. A vibration motor will be a part of the wearable device, while the visual feedback will be executed on the PC.
The ESP32 microcontrollers communicate with the haptic motors and the IMUs via I2C, with a custom mini board that connects to one of the wrist modules via UART. When all three devices are connected to the BLE client, the calibration process begins.. Calibration involves averaging the IMU’s x, y, and z rotational quaternion data to get benchmarks. While the user is working out, the x, y, and z values of a single rotational quaternion datapoint are stored in a data packet. Each device then compares that data against the calibration benchmarks to see if the difference in certain axes exceeds a certain threshold. If the threshold is exceeded, the haptic motor will vibrate and the UI displays an error along with a suggestion on how the user can correct their form. A rep counter algorithm will check to see if the user has performed a full repetition and increment the total rep count. The data packet includes the error code and rep count which are all transmitted via BLE to the backend of the web application. The exercise and BLE communication are terminated when the user has completed the designated number of reps. Finally, the UI summarizes how well the user performed their workout and the user can choose to begin the exercise routine again.

Automatic Modular Furniture (AMF)
Team Members: Stephen Furstoss, Daniel Ruperez, Felix Abrahamsson, Joshua Dauber, Abdulrazaq Surakat, Juan Zapata

Advisor: Professor Bahram Shafai
Abstract

As weather becomes more unpredictable and housing prices skyrocket per square foot, selecting furniture is becoming an increasingly difficult task. People want to have outdoor furniture, but it can be too physically taxing to move and store it as needed. Parents want open spaces for kids to play but may want extra seating when the grandparents visit. Students, early career professionals, and renters move frequently and desire furniture that can easily be packed and moved. 
The AMF team has designed and built a set of interconnected, height-adjustable pillars which together form modular pieces of furniture. Such a system allows for on-the-fly reconfiguring of furniture in a room to create flexible and dynamic living spaces. The pillars connect to each other physically, as well as wirelessly through a central controlling app. These pillars may expand and collapse to the user’s desire to create varying types of furniture to fit any living space and any user’s needs.

The pillars can be rearranged and regrouped. Each pillar contains four pin connectors, one on each side for physically joining with other pillars. Each cluster of connected pillars arranges itself into a master-subordinate setup. One pillar is automatically designated as the master, and it communicates with the controlling webapp, as well as the subordinate pillars. All other pillars are designated as subordinates, they receive commands from the master and raise and lower their heights accordingly. The master can be reassigned on the fly to allow for dynamic reorganization of the system. The physical connectors provide a sense of directionality so that a “map” of the pillars can be maintained. They also provide satisfying physical feedback to the user. In the webapp the user will see this “map” as a layout for each pillar and its location in relation to the other pillars. Using the webapp the user may designate which pillars should expand and collapse to any desired heigh inside the maximum range of the pillar's capabilities. By doing this, different types of furniture can be made all while being quickly and easily modifiable if the user’s needs change.

For proof of concept four prototype pillars were made from custom design and outfitted with all the baseline capabilities the final product would entail. Each pillar can expand and collapse using an internal scissor lift mechanism and a driving stepper motor, controlled by a microcontroller. This microcontroller has been coded to communicate between the webapp and the physical pillar along with enabling the master-subordinate system that creates the pillar “map”. These prototypes demonstrate all the base capabilities of the AMF system and with further refinement it is this team’s belief that a fully functional, for market, product could be produced and be an innovation for the furniture industry. AMF is a versatile and adaptable furniture solution that has many potential applications and addresses challenges many people face in choosing, moving and storing furniture.

Emergency Response Drone
Team Members: Dante LoPriore, Ashley Wu, Jason Lei, Jeffery Wang, Thomas Rowan, and

Michael Bodskiy 


Advisor: Professor Martinez-Lorenzo
Abstract

The Emergency Response Drone team collected data for, designed, trained, and tested a system for a drone to fly through a building or area autonomously to detect people and certain objects inside. This technology enables emergency responses or military personnel a rapid and cost-effective way of gaining situational awareness of dangerous or hard to access areas. Knowing the layout of an unknown building or area as well as the location of people of interest inside it can be crucial for emergency workers to plan an effective and safe response to any emergency. The Emergency Response Drone team proposes using a dual camera and radar system to automatically and effectively detect people and access methods during emergencies. 

To achieve autonomous flight, our drone carries a minicomputer as well as a dual camera and radar system. The camera and radar collect points while the onboard minicomputer classifies point clouds as a door, person using, or using a convolutional neural network (CNN) trained and verified on data collected by the Emergency Response Drone team. Using the simultaneous localization and mapping (SLAM) algorithm, the drone can react to classified objects, flying through doors and away from people and other objects. The drone transmits the point cloud of the area as well as identified doors and people to the controller of the drone. The drone controller is also given a live video of the drone’s onboard camera for better visualization for the controller. The controller is also able to take manual control over the drone for any reason. 

For data collection, validation, and testing a drone was modified from a stock drone purchased off the internet. After the drone was acquired, the minicomputer, battery, RealSense camera, and radar were installed onto the drone. Another minicomputer was also purchased for testing and development purposes. Data was collected from a variety of locations inside and outside buildings on and off campus as well as through simulations created in the ROS environment, a framework for robot software development. After that, the data was split into training and validation sets which were trained and validated on respectively to create the final model. The trained model was tested on campus using mock and live flights. The results indicated that the method of collecting and training data was able to detect doors objects as desired but was unable to classify people with recall due to the person data not being distinct enough. The Emergency Response Drone team believes that if higher quality data on the point clouds of people were collected and trained off, the drone would be a reliable, cheap, and easy to use way of mapping out and detecting people in dangerous emergency environments.

Concrete Sounding Tool Automated Robot (C-STAR)
Team Members:  Rania Alshawabkeh, Catherine Costa, Neha Joby, Kayla Myklebust, Wendy Quizhpi, & Carina Vale
Advisor:  Professor Canek Fuentes
Abstract
The Concrete Sounding Tool Automated Robot (C-STAR) project addresses the critical task in civil and structural engineering of detecting concrete delaminations, which is vital for ensuring safety, durability, and structural integrity in parking garages. Undetected delaminations can significantly increase risks of potholes and structural failures, posing economic and safety concerns. Currently, the industry standard involves manual, labor-intensive inspections prone to human error.
Our team has developed the electrical and software components for the C-STAR robot, initially prototyped by Northeastern's Generate Product Development club. The existing mechanical body served as a preliminary framework, requiring extensive electrical, computational, and mechanical improvements and redesigns. Our enhancements include integration of a LiDAR sensor, wheel encoders, a microphone-based acoustic detection system, and robust motor control circuitry utilizing components such as dual full-bridge drivers.
C-STAR semi-autonomously navigates parking garages, systematically mapping its environment while detecting, and plotting, delaminations. The robot identifies these structural issues by analyzing acoustic frequencies, captured via a microphone, as a metal chain attached to its underside is dragged across the concrete; this process mimics traditional human inspection methods. The identified areas of concern are then plotted onto a digital map displayed on a host PC, enabling users to monitor results in real-time. C-STAR incorporates efficient DC-DC buck converter modules, an industrial dual H-bridge motor driver, enhanced protection circuitry, and employs both a LiDAR sensor and wheel encoders to ensure precise navigation. Testing performed in both structured and open environments validated C-STAR's reliability in detecting and accurately mapping concrete delaminations.
Future recommendations include enhancing acoustic analysis accuracy, refining navigation algorithms for improved autonomy, and converting the electrical subsystem to a printed circuit board for practical industrial deployment.
The successful implementation of C-STAR significantly reduces manual labor, improves detection accuracy, and ensures timely identification and repair of concrete structural issues, thereby enhancing overall safety and economic efficiency.
Steerable RC Kite System

Team Members: Sebastien Torres, John Valente, Jose Garza, Brian Jiang, Adrian Criollo, Benjamin Bolgla

Advisor: Professor Thomas Consi
Abstract:
Our team has built a remote-controlled, steerable kite system that can be lofted in the air to support various scientific and surveillance applications such as crop health assessment, wildlife observation, and disaster surveying. It offers a cost-effective alternative to drones and features an onboard sensor suite for capturing images, recording weather data, and GPS tracking. The ability to loft such a system, even in extreme wind conditions, offers a significant advantage over conventional drones, particularly during storms and strong wind gusts. In addition, having steering capabilities offers the user a broad application space with the kite system comparable to a conventional drone.

The kite system features a platform-mounted Raspberry Pi (RPi) computer to control the sensor suite and stepper motor, all powered by an onboard 4 x 3.7V battery pack. During regular operation, the electronics will be activated, and the user will launch the kite system off the ground and maintain a stable position in the air. On system boot up, it will automatically connect to a computer stated on the ground for the user to control the steering system and initialize its sensor suite to begin data acquisition. After the network connection to the ground is established, the user can begin sending movement commands, and simultaneously the kite will capture data and store it in an SQL database. Post-flight data processing may be performed and displayed on a User Interface program to visualize the in-air data.

To validate system functionality, we tested each of our electronic components individually and mounted them on a singular platform along with the stepper motor. With the wiring secure in place, a suitable spacious and windy area was selected for the test flight. From each test flight and subsequent crash, we could modify the software or hardware aspect of the system to improve kite dynamics until a fully operation system was developed.

Cognitive Hearing Engine with Chess Kinematics (CHECK)
Team Members: Claire Cregin, Aidan Kenneway, Katrina Le, Thomas Michel, Sophia Pirie, and Margaret Tong    
Advisor: Professor Bahram Shafai
Abstract
The CHECK team has built a system that provides the physically impaired with a simple and satisfying method of playing chess with physical pieces. This system allows for multiple gameplay options, in which player 1 and player 2 can be played by a person using their hands, using audio commands, or by a computer. For the audio command gameplay option, the system employs methods similar to a CNC machine to move pieces around the board. The use of April tags and camera vision allows for the constant identification of pieces and their locations on the board. When CHECK is being used for one person to play against a computer, an external chess engine is used in conjunction with the automated piece movement methods to carry out gameplay.
Gameplay begins at startup, which occurs when the power switch is turned on. The user(s) is prompted, using the speaker, to decide how each player will be playing, choosing between one of the aforementioned gameplay options. Each side of the board is outfitted with a screen to display the current games status, including when it is a player’s turn as well as the last move that was executed. If a player is using the audio commands to play, they must indicate the move by speaking the move’s algebraic notation. For ease of use, the system will accept any command word that starts with the letter you want to use (e.g. ‘alpha 2’ instead of a2). The arm for picking up pieces, attached to the gantry system above the board, will then move to the origin location, pick up the piece using the electromagnet, move it to the intended destination, and release it from the electromagnet. Each piece on the board has a metal component on its head to engage with the electromagnet when it is activated.
The CHECK system has been tested to ensure successful gameplay using all three player options. The system is successful at interpreting and executing commands from the user, physically moving pieces, and checking for and indicating when game-ending sequences occur. From the results of testing the system, it can be concluded that the CHECK system is an effective method for the physically disabled to play chess using a physical board and pieces. CHECK provides an easy-to-use solution for those that wish to play chess without the physical restraints the game normally has.
Optical Reconstruction, Autonomous Navigation, and GPU-accelerated Explorer (ORANGE)

Team Members: Abhinav Diddee, Dylan Donahue, Hamza Iqbal, Mohandeep Kapur, Munin Mundt

Advisor: Professor Jose Angel Martinez-Lorenzo

Abstract

ORANGE is a drone designed for surveying scenes, 3D reconstruction, object detection and smart navigation, including the ability to autonomously return to previously detected locations. The intention of this vehicle is to be deployed to scenes quicker than humans may be able to arrive, or scenes that are not safe for humans to traverse to begin with. For instance, this drone could be used to quickly survey an at-risk construction site, detect hazards and instabilities, and autonomously navigate back to these hazards and instabilities for closer observation. This information could help construction managers determine areas of risk, keep out zones, and determine areas of highest importance to fix. It is often fastest to gather information by sending trained personnel to inspect scenes, but this puts people in potentially hazardous situations. This project proposes the use of a suite of sensors and powerful on-drone computing to survey the scene and gather necessary information before sending humans on site. 

ORANGE is loaded with an Intel Realsense D435i, two fisheye monochrome lenses, and an Nvidia Jetson Orin Nano for on-drone compute. The Jetson acts as an AP transceiver running 2.4 Ghz WiFi. To operate ORANGE, the user connects a base station to the drone system via this WiFi network, in addition to simple USB, radio, and telemetry links. Once these connections are established, the user manually flies the drone around their scene of interest using a radio controller. During flight, the base station can run a GUI that has been designed with ORANGE’s goals in mind - capable of live-streaming camera data, Visual Simultaneous Location and Mapping (VSLAM) mapping, and a list of detected objects. At any point during this flight, the user can select an object previously detected, and ORANGE will autonomously navigate itself back to this location for a more detailed analysis. 

ROS2 integrates conveniently to the PX4 flight controller firmware via MAVLINK, while manual control is powered by QGroundControl. The imaging software stack consists of both custom and open-sourced imaging packages. Open3D algorithms have been integrated into new ROS2 nodes to develop detailed point-cloud reconstruction of scenes, while object detection and VSLAM are integrated via YOLOv8 and Nvidia Isaac ROS, respectively. All image processing happens on-drone.

Testing of this design was performed in stages. The software stack was first developed off-drone while the flight control was developed on-drone. Initial testing showed sufficient 3D reconstruction and adequate object detection, as well as successful integration of the different sensor data, and success of our ability to manually control the drone. Later integration testing was performed with all modules mounted on-drone - proving ORANGE capable of completing tasks in real situations.  
RunSync
Team Members: Christopher Alallam, Logan Bader, Aidan Harges, Will Liu, Govind Luck, Clarence Ong, Javier Vidal

Advisor: Professor Canek Fuentes

Abstract

Running is a ubiquitous activity that is fundamental to our nature as humans. We run for entertainment, to showcase our competitive spirit, to travel, and to maintain our health. Of the 50 million runners in the USA alone, 90% of them use running-related technology; yet, why is it that 70% of all new runners face some type of running-related injury? We aim to answer that question with our own solution: a smart insole that helps people run in the best and most sustainable way possible, RunSync. As an AI-driven, custom-printed insole for runners, RunSync enables new and old runners to diagnose how they might be injuring themselves.

RunSync users replace the insole of their current running shoes with our custom design that utilizes varied material densities and was 3-D printed by Northeastern’s Mechanical and Industrial Engineering Professor Jeffery Lipton’s lab. From here, a small electronics enclosure containing the power switch attaches to the tongue of the shoe via a clip. Upon powering on the insole, the user can then pair their phone and ultimately “start” a run using our application. Each step of the run will send real-time data to our application, which processes and provides recommendations to the user to improve running form. Embedded within the insole are 10 piezoresistive sensors combined with two amplifiers to provide constant analog data of the user’s foot strike. Additionally, an IMU in the electronics enclosure is utilized to determine foot orientation. After the run, the application generates a heat map highlighting the areas of the feet that make the most contact with the ground, while also illustrating the runner's foot strike pattern. Our application applies AI prompting, leveraging ChatGPT, in determining recommendations for the runner to improve their strike and ultimately prevent injuries.

As a proof of concept, a singular insole was customized with 10 pressure sensors, and a PCB was created to house all electronic equipment. The RunSync team leveraged a two-step calibration process to fully encapsulate the abilities of this insole. The first portion involved a basic test to ensure proper force readings and points of pressure on the insole were being recorded and sent to the app. The second test was a fully encompassing set of short and long runs with varying running techniques. Testing this proof of concept indicated the viability of a smart insole acting as a useful tool for novice runners to understand the principles of good running form. The real-time, individually customized feedback from a run gives insight into how a runner may improve their technique and understand what works best for them. The RunSync team believes that good running technique should be accessible to everyone so that runners of all levels move better, safer and healthier.

Drone Real-time Intelligent Following and Tracking (DRIFT)
Team Members: Nick Gorycki, Alex Meall, Kaden Du, Jonah Levis, Anthony Chamoun, Ryan Dailor 


Advisor: Professor Bahram Shafai
Abstract

The DRIFT team has developed a fully autonomous drone capable of following and deploying a GPS tracker on a vehicle involved in a high-speed chase. These high-speed chases present extreme risk to both law enforcement and civilians. Research has proven that removing the pursuer (by attaching a tracker to the vehicle) almost completely de-escalates the situation and significantly reduces danger to the public. DRIFT’s design proposes using a drone for the tracker deployment mechanism as a more effective method than current projectile systems in use today.

The operation of the DRIFT drone begins with using computer vision (YOLO v4) to identify vehicles within camera frames streamed to a Raspberry Pi 5. A GUI enables the user to select the target vehicle and initiate the pursuit. Flight control is then handed off to the Pi allowing for fully autonomous control. The Pi then continues to process camera data to maintain vehicle identification while passing positional and bounding box information to a flight control loop. The flight control loop is modelled off a standard PID controller, with dead-zone modifications to optimize and further-reduce oscillations. Relative velocity commands are output from the control loop after processing for each frame, and the external Pixhawk 6c flight controller computes the thrust setpoints to stabilize and move the drone accordingly. Once the drone navigates itself to within a landing radius, the control loop switches to LiDAR-based control and begins an approach based on trigonometric trajectories. A custom DRIFT tracking module is released from the base of the drone at a distance of approximately two feet above the vehicle, latching magnetically to the roof. The tracking module utilizes GPS to calculate its latitude and longitude, forwarding these coordinates over LoRa. The same device can be configured to be used as a receiver, which will then forward the wirelessly received coordinates over USB to the host computer. The live location of the vehicle is then displayed on the same GUI as was used to select the target vehicle. 

For testing and validation, the control loops were first tuned on humans moving in each dimension before transitioning to slow moving vehicles. The approach and landing systems were validated on a car moving around 10 mph in a controlled environment. The results suggest a successful MVP, with future improvements to be made to optimize compute power (both hardware and software) and enhance the mechanical design (aerodynamics, reduced weight, etc.) in order to reach higher maximum operation speeds. It is the belief of the DRIFT team that our autonomous drone presents a viable solution to mitigate the dangers of high-speed pursuits. The DRIFT team also believes the project presents a template for broader applications of autonomous drone flight using computer vision such as package delivery, search-and-rescue, and object-avoidance for drone-based systems.

Spatially Consistent Operating RF Communication Headset

 (SCORCH) 

Team Members: Thomas Bell, Anna Gurl, Lena Hildrich, Jack Price, Jesse Segel, Zachary Perry

Advisor: Professor Tom Consi 

Abstract 

The SCORCH project team has designed a radio headset system that can be used by firefighters to maintain positional awareness of teammates in environments where hearing and vision are impaired, such as a loud and smoky building. This system is mounted to a fire helmet and consists of a microphone, stereo headphones, and an RF communication and positioning system. When one firefighter speaks into their microphone, the audio signal is transmitted to the other firefighter and the audio and positional information are combined in their headset to make it sound as if the first firefighter’s voice is coming from their true position. 

In order to determine the relative position of each user, a set of four Ultra-Wideband (UWB) RF transceivers are placed around each helmet. These UWB transceivers use Time-of-Flight (ToF) estimation to determine the relative distance between any two transceivers. On each helmet, one of the transceivers is the “tag”, and the other three determine and report their distance to the other user’s tag. All four transceivers are connected to a Raspberry Pi over UART. Using the difference between these distances and some basic trigonometry, the Raspberry Pi calculates the relative angle to the other user. This angle represents the simulated direction in which the other user’s microphone audio should be played back in the listener’s headset.

For audio transmission, one Raspberry Pi creates a virtual wifi network, which the other Pi connects to. The audio signal from the microphone is transmitted between the Pi’s, and the receiving Pi applies a spatial audio algorithm to combine the measured angle from the position system with the received microphone signal from the other user. This algorithm uses a Head-Related Transfer Function (HRTF). An HRTF characterizes the response in each ear to a sound coming from a given point in space. This response is dependent on a number of factors, such as head shape, ear geometry, and position of the torso. For the SCORCH system, a generalized HRTF is used, which is a dataset of the average response from a sample population over a set of measured angles. Once this HRTF is applied to the incoming audio, the Pi plays back the resulting stereo audio to the user’s headset. As a result, the listener experiences the sound as if it is coming from the other user’s location.

SoundLab: Analog Subtractive Synth 
Team Members: Muhammad Mazin Rahu, Anfisa Bogdanenko, Hayden Rosenberg, Charles Joseph, Karthik Yalala, Ajinkya Joshi

Advisor: Professor Bahram Shafai

Abstract

SoundLab is an analog subtractive synthesizer, which was designed as an approachable learning playground for novice sound designers and aspiring electronic musicians. Many newcomers to the field of subtractive sound synthesis face overwhelming terminology, complex interfaces, and prohibitive costs exceeding $500 for a beginner instrument. Perhaps even worse, becoming comfortable with synthesizers traditionally relies on trial and error purely by ear, which makes the process slow and confusing. SoundLab offers an alternative: a device that integrates audio-visual learning aids in the process of authentic analog sound creation. 

Under the hood, SoundLab is a fixed-architecture synth with a set of modules based on industry-famous chips. The analog signal path begins with a voltage-controlled oscillator (VCO) extended with a custom triangle-to-sine waveshaper, offering square, triangle, sawtooth, and sine waveforms. After passing through a multiplexer, a user-selected signal then feeds into a voltage-controlled filter (VCF) with adjustable cutoff and resonance parameters. After filtering, the signal passes through a voltage-controlled amplifier (VCA) managed by an ADSR envelope generator, allowing the user to shape sound dynamics and key-press response. All sound-characteristic parameters are savable through a digital preset system, utilizing DAC signals and sample-hold circuits triggered via demultiplexers. The entire signal path remains analog, preserving the characteristic "warm" analog sound. 

As for the learning aids, the system features an interactive visual interface that displays the signal path configuration in real-time. The current configuration can be saved as a preset to be recalled and modified later. Moreover, users start with an initial library of interesting configurations, which can guide initial exploration. Another prominent feature is the built-in ADC oscilloscope, that visualizes the actual signal sampled right before speaker output. This feature is notably absent in most synthesizers on the market, but it makes for a wonderful tool in building audio-visual intuition for sound design.

SoundLab creates an accessible entry point to subtractive sound synthesis that maintains authenticity without overwhelming new users. Beyond music creation, the system offers valuable lessons in analog electronics and waveform manipulation—concepts applicable across numerous engineering disciplines. The combination of visual feedback, savable configurations, and hands-on interaction with genuine analog circuits provides a multisensory educational experience that effectively demystifies subtractive synthesis principles for beginners, potentially inspiring a new generation of electronic musicians and sound engineers.

Agrodrone Chassis

Team Members: Aditya Vijay, Derek Tang, Ishaan Jhawar, Nariya Anglin, Viraj Jayaraman
Advisor: Professor Jose Martinez
Abstract
Our team, has designed and built a system for real-time environmental monitoring in agricultural fields, aimed at improving resource efficiency and enabling data-driven farming decisions. Modern agriculture faces increased pressure to become more efficient, sustainable, and respond to environmental challenges. Traditional farming methods use generalized resource application and delayed observation, leading to wasted water, overuse of fertilizers, and reduced crop yield. The Agrodrone chassis project addresses these issues by the development of a low-cost, modular sensor chassis mounted on a commercial drone and deployed directly into agricultural fields. The system allows  real-time, ground-level environmental monitoring to support precision agriculture practices.

The Agrodrone chassis uses a multitude of environmental sensors, including soil moisture, temperature and humidity (DHT22), light intensity (LTR-329), and air quality (MQ135). These components are managed by an Arduino Mega microcontroller and powered by a 5V battery. Wireless communication is done via HC-05 Bluetooth modules, leading to live data transmission to external monitors or mobile devices. Electromagnets and a steel sheet mounted on the chassis allows the drone to pick up and drop off the chassis, enabling localized data collection without requiring constant drone flight. A Raspberry Pi has also been integrated into the system, connected to the Arduino, to enable simultaneous data logging to a local SD card module and real-time cloud synchronization for remote access through the dashboard. The Agrodrone system collects data which will be analyzed using mathematical techniques to generate actionable insights. Basic descriptive analysis will compute statistics such as mean, median, and variance to identify overall trends. Simultaneously, correlation analysis will explore relationships between variables, for example, how humidity correlates with light exposure. Our system presents sensor data to display analysis, predictions, and consumable insights. We use geospatial analysis to simulate GPS data to visualize the moisture distribution in the soil using kriging interpolation. Time-series analysis will capture the changes over time, identifying trends like daily temperature fluctuations using ARIMA models to predict forecasted conditions for the specific location. Using mathematical techniques we uncover life cycles periodically with anomaly detection flags to detect irregularities like if there is a drop in temperature or large changes in air quality using statistical thresholds. Based on our collected data, the random forest model estimates the crop’s growth. All these concepts are rendered into graphs and visualization, providing a consumable format to support all growers with data-driven insight, actionable advice, and dashboard visualization. To ensure performance and accuracy of the Agrodrone chassis, extensive testing was conducted in both controlled and field environments. Initial tests focused on operation, with picking up and dropping the chassis via the electromagnet tested. Field testing involved collecting and mapping soil moisture profiles, air quality data, and light intensity measurements in real agricultural conditions. When matched against existing baseline values, our results confirmed that the Agrodrone chassis accurately provides location-specific environmental data, allowing farmers to optimize irrigation, fertilization, and other resource applications.
Unlike many commercial precision agriculture solutions that focus solely on aerial imaging and come with high costs, the Agrodrone chassis offers an affordable, customizable, and scalable alternative. It gives smaller farms the ability to gather actionable, location-specific environmental data, leading to more knowledge about irrigation, fertilization, and crop management. Through the targeted resource use, the Agrodrone chassis contributes to sustainable farming, improves efficiency, and enhances overall crop health. Our approach, with its emphasis on accessibility and availability, offers farmers convenient monitoring and organized management of their fields more effectively, ultimately boosting productivity and sustainability.

ChessLink

Team Members: Eric Concannon, Carlos Cueto, Jeremy Gagnon, Alex Smith, Thuong Tran, Kyle Verhagen

Advisor: Professor Canek Fuentes
Abstract
With the advent of the Covid pandemic, much of the world was forced to isolate themselves from their friends and community. This lack of face-to-face connection led to an increase in the usage of online forms of traditional games. One such example of this is the rise in popularity of chess.com over the pandemic years. With an increase of users on the platform, many have begun to adapt to the 2D screen that is displayed on their screen. However, for those that find staring at a screen to be too tiring for their eyes, or those that miss the tactile feel of the pieces in their hands, the website can only do so much. ChessLink offers the best of both worlds to these players: the physical feel of the chessboard in their room, and the online implementation that allows them to play with anyone they wish to, regardless of distance. 

To use ChessLink, the user will turn the board on and choose whether to connect to a match against a player or AI via an Android app. The app will connect to the board via bluetooth to send game information, at which point the board will operate over WiFi to communicate with the backend. Once the board is set up, the game will begin to play as it would if the two players were face-to-face. On the opponent’s turn, the board will illuminate the square of the selected piece green and the square of the intended move red. Once the user moves the highlighted piece to the correct spot, they will be able to make their move. During the game, the board will be keeping track of the locations of all the pieces, in order to determine if there are any illegal moves made. In the event of an illegal move, the board will flash red, indicating to the user that such an action cannot be made. 

The board consists of 64 hall sensors, one under each playable square. The hall sensors are able to detect the pieces via small magnets placed in the base of each piece. The two colors have opposite polarity, making it easy to confirm if a piece was taken by the user or their opponent. Each hall effect sensor is accompanied by two LEDs, resulting in bright illumination across each square to quickly draw the user’s attention to their opponent’s move. The LEDs and hall sensors are controlled by an Arduino Giga, while the online tabulations of the match and piece location are done by serverless functions in Cloudflare. An LCD screen and four buttons are included on the right-hand side of the board to allow the user to easily read and select options on the provided menu. 

ChessLink enhances the chess-playing experience by combining the tactile feel of a physical board with the accessibility of online play. By integrating intuitive lighting cues, real-time piece tracking, and seamless connectivity, it offers players an innovative way to enjoy chess without sacrificing the traditional over-the-board experience.

Lookahead and Active Suspension System
Team Members: Rajani Tabor, Stephanie Rongone, Robert Costello, John Foley, Brady Conlon, Gideon Rabson

Advisor: Dr. Tom Consi

Abstract
This report covers the development and implementation of an active spring suspension and infrared lidar lookahead system. This system was designed to improve vehicle stability on rough terrain by anticipating and responding to impending obstacles, something lacking from traditional passive suspension systems. In Summer 1, we conducted research into existing systems and potential ways to improve upon conventional suspension architecture. We developed an initial design for our enhanced suspension system, complete with a detailed overview of how we would implement it. We then set out to create a functioning real-life prototype of our design and test its capabilities, generating quantitative data to illustrate our system’s improvement of ride quality over the stock suspension system. This report further details our results, the technical challenges we encountered, and the modifications made in response to those challenges.

Our system utilizes a network of sensors, servo motors, and an electronic speed controller (ESC) all connected through a central processor. Two LiDAR sensors are used to measure upcoming terrain and communicate that data to our central processor (Arduino Nano), which in turn adjusts the servo motors in the suspension to be better suited to any specific obstacle or other change in the “road”. A hall effect sensor is implemented to monitor real time motor speed, which is used in a feedback loop with the ESC to maintain precise speeds. This component pairing ensures the vehicle is traveling at a specified constant speed so that responses to the terrain can be made at the correct time.

Our successful integration of these various components in a central system’s control loop allows our vehicle to function seamlessly, preemptively adjusting the suspension in response to upcoming changes to the terrain in real-time, improving vehicle stability. Our design, even in its prototype form, can pave the way for further innovations to improve the driving performance of similar vehicles. The success of our design also has positive implications for the feasibility of implementing our system on a larger scale, which could contribute to improving the safety and comfort of passenger vehicles.

Emergency Assistance UAV with Geolocation and Machine Learning (E.A.G.L.)
Team Members: Michael Zhang, Shengbo Zhao, YuXuan Sun, Simon Yu, David Wasserman

Advisor: Professor Bahram Shafai

Abstract

The E.A.G.L. system, comprised of an autonomous searching drone and an autonomous delivery drone, uses RFID technology and machine learning to enhance emergency response capabilities in remote or hazardous environments by locating and assisting individuals in distress. Two critical issues with existing methods of remote rescue missions are the increased complexity that comes when searching is necessary, and the expensive and error-prone nature of devices available to users in distress. EAGL solves both problems by decreasing the complexity of searching during rescue missions and giving users in distress a low-cost alternative to existing devices. In addition, the EAGL system can easily be tuned to better suit specific use cases and locations, giving the whole system a high level of versatility.
Operation of the EAGL system begins with the searching drone, which has been engineered for extended flight times by utilizing large motors and a high-capacity battery. The searching drone can be deployed on demand or set to continuously patrol areas known to be high risk. During its patrol, the drone scans for UHF RFID tags, which may be embedded in personal items like trail maps, lift tickets, and ID cards, or carried individually by registered users. Upon detecting a tag, the drone triangulates the tag’s location by using its onboard GPS data and the detected tag’s signal strength. At this stage, wirelessly transmitted video is sent to a base station computer, which converts the video into individual frames. Each frame is then processed by a YOLO algorithm to detect any individuals in danger. Finally, the processed frames are converted back into a video. If a person is confirmed to be in danger during this process, the GPS coordinates can be shared with emergency responders and the delivery drone. The delivery drone, also operating autonomously, then navigates to the location of the person in distress and delivers any necessary supplies such as medical kits. To ensure safety during flight, both drones are equipped with a crash avoidance system utilizing an onboard ESP32 and ultrasonic sensors, allowing avoid obstacles in real-time.
To test and validate the system, the searching drone, delivery drone, RFID attachments, and ultrasonic sensor setup were built from scratch using consumer parts. In addition, footage from the searching drone was hand-labeled and used to train the machine learning algorithm. Testing was conducted in various locations, and results show that the searching and delivery drones can operate autonomously, and that the machine learning algorithm was able to distinguish between a person in distress and a safe person. The RFID and supply delivery systems also functioned on the ground but were not tested in the air for safety. Some improvements could also be made to EAGL to further improve its reliability. For example, higher quality GPS modules and stronger directional RFID antennas would greatly improve the usability of the system.

TherapeuTech
Team Members: Vinay Balaji, Timothy Bennett, Alexander Ingare, Gary Lvov, Ben Yoon

Advisor: Professor Canek Fuentes
Abstract

Imagine a world where you can receive a professional and personalized massage in the comfort of your home at any time. TherapeuTech brings this vision to life using a robotic system that removes key barriers that deter consumers from regular massage therapy such as privacy, cost, availability, and consistency through advanced robotics. The system delivers automated back massages utilizing a robotic arm, depth-sensing camera, and massage gun. Designed as a proof-of-concept for smart and safe human-robot interaction that prioritizes user safety and comfort, the system identifies viable massage regions, plans a trajectory, and executes the massage with intuitive human input. Built around the Kinova Jaco2 robotic arm and an Intel RealSense L515 depth camera, its modular software design is adaptable to other robotic platforms that support Cartesian planning and point cloud sensing.

To reduce model complexity and enable efficient training of an instance segmentation model, we convert a point cloud of a person lying on a massage table into a 2D binary occupancy grid. Via this method, we created 200,000 randomized, synthetic, auto-labeled samples using heuristics based on human body proportions. We fine-tuned a supervised YOLOv11 model, which demonstrated strong zero-shot generalization to real-world conditions. Massage regions identified in 2D are mapped back to 3D coordinates in the original point cloud for motion planning. Cartesian trajectories are then computed using the RRTConnect algorithm from sampled points in the segmented 3D regions.

Our system relies on two key extrinsic transforms: one from the depth camera to the robot base frame, and another from the massage gun to the robot’s end-effector. The first transform is determined automatically from Iterative Closest Point registration with the point cloud from the L515, and a synthetic point cloud derived from the known robot collision model. The latter transform is found from CAD-based values. By integrating these transforms, we ensure that all perception and motion modules operate in a unified single spatial world frame.

The hardware setup includes a tripod-mounted top-down depth camera, a massage gun, and a custom-designed 3D-printed mounting bracket for the Kinova arm. To gain full control over massage actuation, the built-in controller of the massage gun was bypassed using an Arduino Uno R3 and L298 motor driver, enabling a custom motor control stack within our ROS-based system. A touchscreen and ESP32-based voice control interface enable wake-word detection, emergency stop activation, and dynamic user input for adjusting massage strength and regions. This integrated multi-platform design offers hands-free safety, real-time customization, and a user-centric experience.

Sensing and Mapping for Demining
Team Members: Alston Liu, Brian Kubinec, Thomas Czartoryski, Isaac Fong, Nathaniel Pyo, and Anthony Adade


Advisor: Professor Tom Consi
Abstract

The objective of this project is to demonstrate the efficacy of multi-modal sensor packages to improve the accuracy of remote detection methods for demining, with potential application for aerial vehicles. Demining is the process of detecting and removing land mines from an area, often done with devices like mine plows or blast waves. Despite being most reliable, conventional methods like prodders or metal detectors are dangerous and risky as personal protective equipment may not always protect against all types of landmines. The accuracy of remote systems can be improved upon by sensor-fusion, which would in turn improve the feasibility of remote detection to allow for safer and faster demining.

Remote detection necessitates the integration of information from multiple sensing modalities. The most common methods are ground penetrating radar and magnetometry, which fall off at longer distances. As such, an optimal sensor combination for unmanned aerial detection might consist of visual photography, thermal imaging, and LiDAR. The respective functionalities and mine signatures from each sensor are as follows: visual photography captures evidence of tampered soil or surface mines, thermal cameras provide long distance heat signatures characteristic of metal components, and LiDAR can reveal trenches and form terrain maps. To provide a sufficient proof of concept of each function within the scope of the course, the team constructed a sensor package with visual, thermal, and depth cameras controlled by a Raspberry Pi 5. Simplified drone pathing was simulated by attaching the package to a 2-meter metal track and capturing images at a height of around 70 centimeters. The information from each sensor was stored as raw data, converted into distinct image types, and aligned by a combination of timestamping, FOV calculations, and offset measurements. Following, the aligned and overlayed images of each capture were stitched together, and mine signatures were picked up by a trained recognition algorithm. All the images were subsequently uploaded to a website and arranged to show the entire process, concluding with the stitched mine map. 

The tested minefield was manipulated to optimally showcase the increased accuracy potential of sensor-fusion. Mines were defined as clear plastic cups filled with recently boiled water, standing at a height of 18.8 centimeters. These definitions were chosen to enable detection of subtle visual, temperature, and height differences from surrounding media. Other objects like empty cups were also placed within the field to generate false positives in one modality. With the combined image and the recognition algorithm running with all detailed criteria, false positives were eliminated and only the defined targets were identified. The collecting, manipulating, stitching, and mapping of data at increased distances for target spotting provides a demonstration for the feasibility of remote mine detection by multi-modal sensing. 

Smart Wearable Exercise Activity Trainer (SWEAT)
Team Members: Aaron Ky-Riesenbach, Masha Drapkin, Samuel Haggans, Sofia Kolobaev, and Thomas Noochan 


Advisor: Professor Bahram Shafai

Abstract

The purpose of this project is to develop an accessible and user-friendly athletic performance measurement system that provides real-time feedback to a user. The system has been designed as an ecosystem of wearable sensors. These sensors measure data directly from the knee, ankle, and foot to provide information about the entire lower leg. The sensor nodes are all connected in a bluetooth mesh, enabling fast wireless communication. This data is processed and visualized in an application that guides the user’s exercises and training. The application supports the selection of several preset exercises that the user can perform and receive personalized, easily interpretable feedback, both through text and a visual representation of the user’s form.

One of the most important aspects of our design includes minimizing the size and weight of our wearable devices to minimize the impact on the wearer. This required specific analysis and design to reduce the power consumption and size of our modules as much as possible. We designed four small PCBs: two that sit on the left/right ankle and another two that sit on the user’s knees. The ankle sensor is connected to Taiwan Alpha insole force sensor to provide accurate force measurements across the sole of the foot, as well as a BNO055 IMU to measure ankle orientation and movement. The knee sensor is connected to a SpectraSymbol flex sensor that directly measures the knee angle, as well as another BNO055 IMU to track knee position. These sensor nodes were connected to an ankle strap and knee sleeve respectively. The mesh network transmits packets of data from each sensor including knee angle, knee and ankle orientation and position, medial/lateral foot center of mass, and posterior/anterior foot center of mass. This data is collected by the central bluetooth hub and transmitted to our user interface. A sensor fusion step then combines data from all of the sensors to generate an accurate, complete model of the lower leg position and angles. From there, feedback is generated using this model to compare the user’s form to the desired optimal form and report on any differences with the appropriate corrections. Generating feedback that is easily interpretable to anyone, regardless of exercise experience or knowledge, required significant research and development of software. The user interface displays the data in a feedback page with a 2D leg visualization and written feedback. If a user would like to see more information about a specific sensor, there is a data view tab for each sensor that provides the raw data transmitted by that sensor.

The design was tested for squats and deadlifts on one subject. The results showed that data from all of the sensors was able to effectively track the user’s actions and generate useful feedback about form. The visualizations in the UI closely matched the real-world actions, and different incorrect forms were detected and reported to the user correctly with effective feedback.

Chiplet: a Smart Circuit Lab

Team Members: Gabrielle Acuña, AJ Astorina, Griffin Boyle, Keegan Lanzillotta, Galen Wu

Advisor: Professor Tom Consi

Abstract

Digital logic design is the cornerstone of understanding computing systems, and is a foundational subject in many Computer Science and Computer Engineering programs. Current methods for teaching this topic rely on advanced, industry-specific tools such as Vivado and Quartus. While direct experience with FPGA systems is valuable in a college-level curriculum, the unnecessary complexity of such systems bogs down learning with the inanities of software designed for career professionals, not students just beginning their computing education journey.


Chiplet aims to teach these foundational topics to young children. Taking inspiration from popular tools such as Scratch and Snap Circuits, we present a physical, programmable, block-based playground in which users can learn about digital logic design. Digital logic is the fundamental concept that builds to more advanced computer engineering concepts, such as processor design and state machines. Developing an intuitive understanding and familiarity with basic logic design opens up opportunities for further education, exploration, and interest. 

Chiplet consists of three components: a Chiplet Schematic Editor (CSE) that allows users to design logic circuits, physical blocks (called “Chips”) which are programmed with this logic, and a baseboard which holds the Chips and facilitates execution, communication, and debugging. 

The CSE utilizes the DearPyGUI Python toolkit to present the user with a straightforward, schematic entry based digital logic design editor. Users use seven pre-built logic blocks (AND, NAND, OR, NOR, XOR, XNOR, NOT) and can combine these blocks to create any level of complex logic schematic. The CSE also allows users to create buffers and data buses. Using these elements, users can create circuits such as multiplexers, adders, latches, etc. Users will develop systems from basic gates up to complex multi-part logic circuits demonstrating the abstraction layers and building blocks of digital logic.

When these schematics are completed they must be programmed to a Chip on the Chiplet baseboard. Chips are interactive components that store a portion of a schematic with up to 8 I/O ports. Each Chip contains a microcontroller which stores and simulates its programmed logic, displaying input and output values on an LCD for the user to watch. Chips are connected together via banana cables, which represent logical connections but carry no data electrically. Communication between Chips is run through the baseboard they all connect to, which contains a microcontroller that routes signals between the Chips via SPI buses. Chip microcontrollers and the baseboard microcontroller run Zephyr (a real time operating system) to enable multithreaded communication and simulation with accuracy and high throughput.

